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Ž .ABSTRACT: This work reports the first density-functional theory DFT treatment of
excited-state potential energy surfaces exhibiting avoided crossings. Time-dependent

Ž .DFT TD-DFT results, using a recently proposed asymptotically corrected local density
approximation functional, are compared with multireference doubles configuration

Ž . 1interaction MRD-CI results for the A manifold of the CO stretching curves of planar1
formaldehyde. TD-DFT is found to reproduce the qualitative features essential for
understanding the spectroscopy of this manifold, specifically the strong mixing of the
1Ž U.p , p with Rydberg transitions and the resultant avoided crossings. Q 1998 John Wiley
& Sons, Inc. Int J Quant Chem 70: 933]941, 1998
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1. Introduction

he well-established place of photochemistryT within the greater domain of chemistry stems
from the fact that different reaction pathways are
available, and different products may be obtained,
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from photochemical as opposed to thermal pro-
cesses. Photochemical pathways are important in
synthesis, in state-selective chemistry, in decompo-
sition of chemicals released into the environment,
and in the pursuit of materials with novel optical
properties. A detailed understanding of photo-
chemical reactions begins with an understanding
of the manifold of excited-state potential energy
surfaces of the molecular species involved. The
very features which can make the description of
these surfaces difficult are also the ones which are
important for photochemistry: the number and
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density of states and their various types of encoun-
Žters i.e., crossings, avoided crossings, conical in-

.tersections. These encounter regions are of partic-
ular interest because, for example, avoided cross-
ings significantly alter the shapes of the adiabatic
surfaces.

Clearly the theoretical methods used to calcu-
late excited-state surfaces need to be capable of
describing the interactions between surfaces in the
encounter regions, and correctly reproducing the
resultant shapes of the surfaces. While some
avoided crossings are simply due to avoided cross-
ings at the orbital level, many are due to configu-
ration mixing at the n-electron level and thus
require a theoretical method capable of describing
this mixing. Various correlated ab initio methods
can handle this. However, production of multiple
excited-state surfaces is a computationally de-
manding task, and this is especially true for the
medium and large sized molecules of interest for
practical applications. Thus, an inexpensive yet
accurate method which could obtain such avoided
crossings would be very useful.

Hohenberg]Kohn]Sham density-functional the-
Ž . w xory DFT 1, 2 has proven remarkably successful

at providing a variety of ground-state properties to
an accuracy comparable to that of correlated ab
initio methods, at a fraction of the computational
cost. Thus, the ability to study the structure of
excited-state surfaces via DFT would be valuable.
However, the DFT treatment of excited states is
not yet as fully developed as is the ground-state
theory. To our knowledge, no previously pub-
lished study using any DFT method has ever re-
ported an avoided crossing due to configuration
mixing.

In molecular applications of DFT, excited states
have traditionally been treated by simply applying
ground-state DFT to excited states. This is based,
in the first instance, on the theorem that the energy
of the lowest excited state of each symmetry may
be obtained by minimizing a functional of its

Žw x .charge density 3 pp. 204]205 and is, for exam-
ple, the usual way to treat the lowest triplet ex-
cited state of a closed-shell molecule in DFT. Exci-
tation energies are then simply obtained by the

Ž .DSCF self-consistent field or related transition
orbital method. This same approach is often ap-
plied with impunity to treat higher excited states.

Ž .Another formal problem usually ignored is that
the functional needed for each excited state need
not be the same as that used for the ground state.
However, the primary difficulty with this method

is practical as well as formal. The so-called
excited-state multiplet problem originates in the
intrinsic limitation to n-occupied Kohn]Sham or-
bitals when constructing excited-state wave func-
tions. This is frequently insufficient to construct
open-shell reference wave functions such as in the
very simple and notable case of singlet excited
states of a closed-shell molecule where n q 2 or-
bitals are actually needed to construct the singlet

† †'Ž .Ž .wave function, F ª 1r 2 a a q a a F.ˆ ˆ ˆ ˆa­ i x ax i ­
A group-theoretic method has been devised which
partially addresses this problem, but it is, of course,
not able to describe important configuration mix-
ing arising from other effects besides symmetry
w x4]7 . In cases where nonsymmetry-related mixing
of configurations is expected, e.g., based on experi-
mental results, a post hoc configuration-interac-

Žtion-like correction can sometimes be applied e.g.,
w x .8 p. 5025 at the risk of double counting correla-
tion effects. However, this is of limited utility for
predictive purposes, and it is clearly not a very
natural, nor well justified, way to treat the struc-
ture of excited-state surfaces where avoided cross-
ings involving configuration mixing are important.

For atoms and simplified cluster models, pho-
toabsorbtion spectra have long been calculated us-
ing a time-dependent generalization of the
Kohn]Sham equation,

Ž .1 r r, t
X2 Ž . w x Ž .y = q v r, t q dr q v r rH X xc tž /< <2 r y r

­
Ž . Ž . Ž .= c r, t s i c r, t , 1.1j j­ t

within the adiabatic approximation. Here
w xŽ . Ž . Ž . Ž .v r r s dE rdr r , where r r s r r, t . Inxc t xc t t

this approach, a scattering theory formalism is
used, and spectra are obtained in the form of a

w xspectral strength function 9]16 . This scattering
theory approach precludes the treatment of spec-
troscopically dark states, and, although it is a
natural way to treat the continuum part of the
spectrum, artificial line broadening is required for
treatment of the discrete spectrum.

Ž .Although time-dependent DFT TD-DFT was
initially ad hoc, a substantial body of work has

w x Žnow given it a rigorous formal footing 17]26 see
especially reviews by Gross and co-workers
w x.27]29 . The dynamic response of the charge den-
sity for a system, initially in its ground stationary
state, that is exposed to a time-dependent pertur-
bation, is described via the time-dependent
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Ž .Kohn]Sham equation 1.1 . Excitation energies, v ,I
and oscillator strengths, f , may then be obtainedI
from the poles and residues of the dynamic polar-
izability,

fIŽ . Ž .a v s , 1.2Ý 2 2v y vII

using the well-known sum-over-states theorem
w x w x30 . We have formulated 30 and implemented
w x31 this approach in a manner suitable for molecu-
lar applications. The excitation energies and oscil-
lator strengths, respectively, are the eigenvalues
and eigenvectors obtained by solving a matrix
eigenvalue problem,

2 Ž .VF s v F , 1.3I I I

Ž .where in the spin density formalism

2Ž .V s d d d e y ei as , jbt st i j ab as is

sw xq e y e ia ¬ d V rdr ¬ jb' as is SCF t

Ž .= e y e 1.4' bt jt

w x30]32 is constructed from the Kohn]Sham or-
bitals and orbital energies for the unperturbed

Žself-consistent field problem i.e., calculated in the
.SCF step . This provides a natural way to treat

discrete spectra and yields dark as well as bright
Ž .states. It should be emphasized that Eq. 1.3 is

completely rigorous, involving no further approxi-
mations beyond the finite basis set model and the
functionals used in TD-DFT. In the adiabatic ap-
proximation, which will be used in this work, V is
independent of v, so this is an ordinary eigen-

Ž w xvalue problem. See Ref. 30 for a discussion of
.the nonadiabatic case. The presence of configura-

tion mixing in this method follows from the con-
Ž . Ž .figuration interaction CI -like nature of Eq. 1.3 as

does the ability to generate entire manifolds of
excitation energies in a one-shot process. This
method is thus a natural candidate for a computa-
tionally simple treatment of excited-state surfaces.

In order for TD-DFT to be able to describe, even
qualitatively, surfaces exhibiting avoided crossings
due to configuration mixing, two factors are im-

Ž .portant: 1 the structure of the TD-DFT coupling
Ž . Ž .matrix d V rdr and 2 the functional. Al-SCF

though our formulation of TD-DFT resembles
Ž .time-dependent Hartree]Fock TDHF , the TD-

DFT coupling matrix differs significantly from that

Ž w x.of TDHF see Ref. 30 . TD-DFT appears to do
quite well at describing the configuration mixing
responsible for multiplet splittings, in which case

w xthe mixing is due primarily to symmetry 31, 33 .
We have also noted the occurrence of significant
configuration mixing that does not arise from sym-

w xmetry 31 , however, its correctness has not been
examined explicitly. A severe test is to see whether
TD-DFT can describe the strong configuration mix-
ing responsible for avoided crossings. The present
study demonstrates that TD-DFT can give at least
a qualitatively correct description in the difficult
case of avoided crossings due to mixing of valence
and Rydberg excitations in the 1A manifold of1
formaldehyde.

The simultaneous description of valence and
Rydberg excitations is a demanding task for the
functional. The TD-DFT method has been found to
give remarkably good results for low-lying vertical
excitations, when the local density approximation
Ž . w xLDA is used 31, 33, 34 . We have also shown
that correction of the asymptotic behavior of the
exchange]correlation potential, v , used in thexc
SCF step, is crucial for treating higher excitations
w x33 . Quite reasonable results are obtained by us-
ing the asymptotically correct potential of van

w xLeeuwen and Baerends 35 in the SCF step, com-
bined with the time-dependent local density ap-

Ž . wproximation TDLDA for the post-SCF step 33,
x36 . We have improved on this by combining the

LB94 potential in the asymptotic region with the
LDA in the ‘‘bulk’’ region of the molecule where
vLDA is more nearly parallel to the exact potentialxc
than is vLB94, while at the same time shifting vLDA

xc xc
down to compensate for the fact that we are ap-
proximating the exact v which has a particlexc
number discontinuity by an approximate func-

w xtional which has no derivative discontinuity 37 .
Specifically,

AC-LDA LDA LB94Ž . Ž . Ž . Ž .v r s Max v r y D , v r , 1.5xc xc xc

where

Ž .D s I q e 1.6HOMO

is the difference between the DSCF ionization po-
tential and the negative of the highest occupied

Ž .molecular orbital HOMO energy, in the LDA.
Ž .This asymptotically corrected LDA AC-LDA will

Žbe used in the present work i.e., we use the
TDLDArAC-LDA functional, meaning that the
AC-LDA is used for the SCF step and then com-
bined with the TDLDA coupling in the post-SCF
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.step . The AC-LDA energy expression is

AC-LDA AC-LDA Ž . Ž .E s e y v r r r drÝ Hi xc
i

Ž . Ž .1 r r r r1 2 LDA w xy dr dr q E r ,HH 1 2 xc2 r12

Ž .1.7

and gives total energies very close to those of the
LDA since vAC-LDA and vLDA differ by no morexc xc
than a rigid shift in the energetically important

w xregions of space 37 . Using the TDLDArAC-LDA
functional, we obtained most of the first 20]30
vertical excitations of formaldehyde and 3 other

w xsmall molecules to within 0.5 eV 37 . Although
Ž .there are a few states with larger errors ; 1 eV ,

indicating a need for continued improvement of
the functional, the results from the AC-LDA func-
tional are good enough that we are now in a
position to hope that TD-DFT will be able to de-
scribe photochemically interesting phenomena in-
volving both valence and Rydberg excitations, and
configuration mixing between the two.

As a first trial, we have chosen to focus on the
CO-stretch cross section of the 1A manifold of1
formaldehyde. These surfaces exhibit avoided
crossings due to configuration mixing, and this
mixing has been found to be essential for a resolu-
tion of the longstanding enigma of why the
1Ž U .p , p transition has never been observed exper-

w ximentally 38]40 . As will be seen, TD-DFT is able
to describe this phenomenon.

2. Computational Details

The TD-DFT calculations were performed using
Žversion 2 of our program deMon- for ‘‘densite de´

. ŽMontreal’’ DynaRho for ‘‘dynamic response of´
. w x Žr ’’ 41 . Version 4.0 of deMon-KS for ‘‘Kohn]

. w xSham’’ 42 was used for the SCF step due to its
w xautomated orbital symmetry assignments 43 .

Both of these programs use the same auxiliary
basis sets, which improve computational scaling
both through the elimination of four-center inte-
grals and by reducing the number of grid points
needed to evaluate exchange]correlation terms.

Since TD-DFT produces transition densities,
rather than the n-electron wave functions for the
excited states, a complete assignment of term sym-
bols for the transitions obtained typically requires

that some additional approximation be introduced.
w xFollowing Ref. 30 , we assume that the wave

function, C , for the Ith excited state has the form,I

f )fis js e y ejs is I † Ž .C s F a a F q ??? , 2.1ˆ ˆÝI i js js is( vIijs

where F is the single determinant of Kohn]Sham
orbitals occupied in the ground-state noninteract-
ing system and the creation and annihilation oper-
ators, a† and a , refer to the Kohn]Sham mol-ˆ ˆjs is

ecular orbital representation. This approximation
appears to be quite adequate, and is used in the
present work, for the qualitative purpose of assign-
ing term symbols to the quantitative transition
energies and oscillator strengths obtained by solv-

Ž .ing the eigenvalue problem Eq. 1.3 and for ana-
lyzing the orbital promotions associated with each
excitation.

We studied the CO-stretch cross section of the
surfaces, holding the CH moiety frozen at its2
experimental ground-state equilibrium geometry
Ž .R s 2.0796 bohrs, /HCH s 116.38 , the sameCH

w xas used in Ref. 38 . The zero energy is taken to be
the minimum of the ground-state CO stretching
curve. The excited-state surfaces were obtained by
adding the TDLDArAC-LDA transition energy to
the AC-LDA ground-state energy, for each geome-
try.

Ž .Gaussian-type orbital GTO basis sets are used
for both orbital and auxiliary basis sets. We used

w xthe Sadlejq basis set of Ref. 33 , which consists of
w xthe Sadlej basis 44, 45 supplemented with two

diffuse s and one set each of diffuse p and d
functions, for a total of 102 contracted GTOs. The

Ž .deMon library 4, 4; 4, 4 auxiliary set was used for
Ž .C and O. For H, a 4, 1; 4, 1 auxiliary basis set was

obtained by supplementing the deMon library
Ž .3, 1; 3, 1 basis with a diffuse s function with ex-
ponent 0.06.

ŽThe deMon ‘‘extrafine’’ ‘‘random’’ grid with 32
.radial and 194 angular points per atom con-

structed using C symmetry was used. The SCF2 v
convergence criteria were a change of less than
10y8 a.u. in the charge density fitting coefficients
and, simultaneously, less than 10y8 hartree in the
total energy.

3. Results and Discussion

One of the strengths of our response theory
formulation of TD-DFT is that the ability to de-
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scribe configuration mixing, which is important for
avoided crossings, is present in the formalism. In
this section, we verify that this works in practice,
by comparing our TDLDArAC-LDA excited-state
surfaces with the multireference doubles configu-

Ž .ration interaction MRD-CI results of Hachey,
w x 1Bruna, and Grein 38 for the A manifold of1

formaldehyde.
We will use orbital promotion labels for the

primary components of the transitions in order to
interpret our surfaces. Placing CH O in its canoni-2

w xcal orientation 46 with CO along the z axis and
Ž .the hydrogens in the y, z plane, DFT with the

AC-LDA functional gives the following ordering
of valence-type orbitals:

2 2 2 2 0X Uw Ž .x w Ž .x w Ž .x w Ž .x w Ž .x1b s 5a s 1b p 2b n 2b p ,2 1 1 2 1

Ž .3.1

followed by the Rydberg orbitals,

00 0 0w Ž .x w Ž .x Ž . w Ž .x6a 3s 7a 3 p 3b 3 p 3b 3 p1 1 z 2 y 1 x

0 0Ž . Ž .2 2= 8a 3d 4b 3d1 x yy 2 y z

00w Ž .x Ž . Ž .2= 9a 3d 1a 3d , 3.21 z 2 x y

in order of increasing energy. The ‘‘chemical
w xnames’’ are traditional 47 , up to minor variations.

For ease of comparison, we use the same chemical
w xnames as Hachey, Bruna, and Grein 38 . Note also

that our distinction between ‘‘valence’’ and ‘‘Ryd-
berg’’ is simply the one already well-established in

w xthe formaldehyde literature 47 .

It is worthy of note that, in contrast to Hartree]
Fock, all of the above unoccupied molecular or-
bitals are bound, and their ordering reflects the

w xordering of the Rydberg excited states 37 . In fact,
when a sufficiently good exchange]correlation po-
tential is used, DFT orbital energy differences pro-
vide a remarkably good approximation to Rydberg

w xexcitation energies 37, 48, 49 . This is illustrated in
Table I, which also gives an idea of the level of
agreement between our TDLDArAC-LDA vertical
excitation energies and the MRD-CI results of

w xHachey, Bruna, and Grein 38 .
Since our excited-state surfaces are obtained by

adding the TD-DFT transition energies to the
ground-state energy, we begin with a look at our

Ž .ground-state surface Fig. 1 . Note that the LDA
and AC-LDA curves are virtually indistinguish-
able. This is as it should be, since the AC-LDA was
designed to be an asymptotic correction which

Žwould leave the LDA orbitals and hence total
.energy essentially unaltered in the energetically

w ximportant ‘bulk’ region of the molecule 37 . Al-
though the AC-LDA and LDA curves are quite
similar to the MRD-CI curve near the potential
minimum, the difference increases significantly for
large CO distances, where the AC-LDA and LDA
curves go from being 0.1 eV too high at R s 2.6CO
bohrs to 0.4 eV too high at 3.2 bohr. This error will
be inherited by our excited-state curves. Since the
error in the shape of the ground-state curve can be
diminished by using a gradient-corrected func-

w xtional 50 , it is worth noting that the asymptotic
correction paradigm applied to create the AC-LDA

TABLE I
Comparison of AC-LDA orbital energy differences, TDLDA ///// AC-LDA, and MRD-CI excitation energies at the

a( [ ])experimental ground-state equilibrium geometry R = 2.2739 bohrs, 38, 54 .CO

( )A Vertical Excitation Energies eV1
b cTransition MRD-CI TDLDA / AC-LDA De

1 1 1( ) ( ) ( )n, 3d 9.06 3 A 10.13 4 Ayz 1 1
( )n, 3d 9.76yz

3 3 3( ) ( ) ( )n, 3d 9.18 3 A 9.62 3 Ayz 1 1

1 1 1( ) ( ) ( )n, 3p 7.99 2 A 8.02 2 Ay 1 1
( )n, 3p 7.99y

3 3 3( ) ( ) ( )n, 3p 7.92 2 A 7.85 2 Ay 1 1

1 U 1 1( ) ( ) ( )p , p 9.65 4 A 9.48 3 A1 1
U( )p , p 7.42

3 U 3 3( ) ( ) ( )p , p 6.15 1 A 6.23 1 A1 1

a 1( ) 1( U ) ( )Note that the n, 3d and p ,p configurations are heavily mixed at this geometry see text .y z
b [ ]Refs. 38, 54 , basis set B.
c AC-LDA orbital energy difference.
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FIGURE 1. Comparison of ground-state CO-stretch
potential energy curves of planar formaldehyde

( )calculated using DFT LDA and AC-LDA functionals with
[ ] (the MRD-CI curve of Hachey, Bruna, and Grein 38 CI

)data courtesy of Michel Hachey . All curves have been
shifted so that their minima are at zero energy. Note that
the LDA and AC-LDA curves are essentially coincident.

could equally well be used with a gradient-cor-
rected functional, and would be expected to lead
to improved excited-state surfaces.

The calculation of the 1A excited-state surfaces1
played an important role in understanding the
spectroscopy of formaldehyde. A classic puzzle

1Ž U .has been the placement of the p , p state. De-
spite an expected large oscillator strength, this
transition has never been observed experimentally
w x38 . Hachey, Bruna, and Grein’s calculation of the
CO-stretch cross section of the 1A manifold of1
excited-state surfaces has done much to give a

w xdefinitive resolution to this enigma 38]40, 51, 52 .
1Ž U .They found that the p , p diabatic curve is

indeed present, but that it is so strongly perturbed
by Rydberg states that what is actually observed

1Ž U .are strong mixtures of p , p and Rydberg states.
The resulting avoided crossings can be clearly un-

1Ž U . 1Ž .derstood in terms of the p , p , n, 3 p , andy
1Ž . Ž . Žn, 3d diabatic curves Fig. 2 . Although they z
diabatic curves are not shown, as such, in this
figure, they are evident from the labeling of the
primary components present in various portions of

. 1Ž U .the adiabatic curves. Since the p , p diabatic
curve is dissociative, Hachey, Bruna, and Grein

( )FIGURE 2. Comparison of TDLDA / AC-LDA solid with
[ ] ( ) 1MRD-CI 38 dashed 2, 3, and 4 A CO-stretch potential1

energy curves of planar formaldehyde. The energy zeros
( )are the minima of the corresponding AC-LDA or MRD-CI

ground-state CO-stretch potential energy curves. The
major orbital promotions found from the analysis of the

[ ( )]TDLDA / AC-LDA ‘‘wave function’’ Eq. 2.1 have been
( )indicated in parentheses , as have the major orbital

[ ] (promotions for the MRD-CI curves given in Ref. 38 no
)parentheses .

attribute the observed absorption continuum above
Žabout 7.5 eV to predissociating interactions. The

vertical ionization potential of CH O is 10.88 eV2
w x .53 .

This kind of global description of what is going
on in the spectroscopy of the first several states in
the 1A manifold of formaldehyde is exactly the1
sort of information we would like to be able to
obtain from TD-DFT. Our goal in the present work
is not so much quantitative agreement with the

ŽMRD-CI results since functionals for TD-DFT are
still undergoing rapid development, and different

.basis sets are used , but rather to ascertain whether
TD-DFT yields the same global picture as MRD-CI.

Figure 2 shows our TDLDArAC-LDA excited-
state CO-stretch curves. Analysis of the compo-
nents of our TD-DFT excitations shows that the

1Ž U . 1Ž .same three diabatic curves, p , p , n, 3 p , andy
1Ž .n, 3d , are present as in the MRD-CI calcula-y z

1Ž .tion. The TDLDArAC-LDA n, 3 p curve isy
1Ž .within about 0.2 eV of the MRD-CI n, 3 p curve.y

1Ž U .The TDLDArAC-LDA p , p diabatic curve is
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1Ž U .also close to the MRD-CI p , p diabatic curve,
for R less than 2.5 bohrs. However, the differ-CO
ence increases going toward large R , becomingCO
about 0.7 eV at R s 3.2 bohrs. This increasingCO
error at large R is partly due to the error in theCO
AC-LDA ground-state surface in this region. When
this is taken into account, the difference in the
1Ž U .p , p curves at 3.2 bohr reduces to 0.3 eV.
Overall, the largest differences between the
TDLDArAC-LDA and MRD-CI diabatic curves are

1Ž .seen for the n, 3d curves where the TDLDAry z
AC-LDA diabatic curve is consistently about 1 eV
higher than the corresponding MRD-CI diabatic
curve, though this difference reduces to 0.5 eV for

Ž .small R 2.0]2.1 bohr . Our tests at the equilib-CO
rium geometry indicate that differences in orbital
basis set, and the choice of auxiliary basis, change
these excitation energies only by about 0.1 eV or
so. The substantial observed difference between

1Ž .the TDLDAr AC-LDA and MRD-CI n, 3d dia-y z
batic curves thus appears to be due primarily to
limitations of the functional.

The most striking feature of the TDLDArAC-
LDA curves is the appearance of avoided cross-
ings. Although avoided crossings can arise simply
from avoided crossings of the orbital energy
curves, that is not the case for the present curves.
Rather, the avoided crossings seen here are due to
configuration mixing between n-electron states.

1w Ž . Ž U .x 1w Ž . Ž .xThe 1b p , 3b p r 2b n , 3b 3 p avoided1 1 2 2 y
crossing is of this type, with

< 1 : <1w Ž . Ž U .x:3 A ( y0.79 1b p , 3b p1 1 1

1< Ž . Ž . :q 0.53 2b n , 3b 3 p2 2 y

1< Ž . Ž . :q 0.29 2b n , 4b 3d ,2 2 y z

< 1 : <1w Ž . Ž U .x:2 A ( 0.40 1b p , 3b p1 1 1

1< Ž . Ž . : Ž .q 0.91 2b n , 3b 3 p , 3.32 2 y

at 2.5 bohr. Because our formulation of TD-DFT is
a response theory method based upon ground-state
orbitals, multiconfiguration descriptions of excita-
tions may arise both from relaxation effects and
from true configuration mixing. While the combi-
nation of the last two terms in the 31A expansion1
may be simply interpreted as arising from a single
excitation with relaxation,

Ž . X Ž .2b n ª 3b s 0.88 = 3b 3 p2 2 2 y

Ž . Ž .q 0.48 = 4b 3d , 3.42 y z

and so could be described with a single excited-
1w Ž . X xstate configuration, 2b n , 3b , the presence of2 2

combinations of b ª b with b ª b terms can-1 1 2 2
not. Thus, this avoided crossing does indeed in-
volve true configuration mixing. Note that the

Ž 1resulting energy separation between the 2 A and1
1 .3 A curves is about the same in the TD-DFT and1

MRD-CI results.
Examination of the components of the 31A and1

41A states reveals strong configuration mixing of1
1Ž U . 1Ž .p , p and n, 3d , in the region aroundy z
2.3]2.4 bohr and indicates an avoided crossing of
these two curves. However, since the TDLDAr

1Ž .AC-LDA diabatic n, 3d curve is about 1 eVy z
higher than the corresponding MRD-CI curve, it is
not surprising that the appearance of the respec-
tive avoided crossings is different. In the TDLDAr
AC-LDA results, the 41A transition at R s 2.11 CO

1Ž .bohr is predominantly n, 5b , where the 5b is2 2
an unbound unoccupied orbital to which we have
not attempted to assign a ‘‘chemical’’ name. In
view of the proximity to the molecular ionization
potential, the orbital and auxiliary basis sets, as
well as the functional, should be further investi-
gated before attaching too much significance to the
points approaching 11 eV.

The TDLDArAC-LDA 1A CO-stretch curves are1
qualitatively similar to the MRD-CI curves, and
the TDLDArAC-LDA does yield the important

1Ž U . 1Ž .mixing of the p , p with the n, 3 p and they
1Ž .n, 3d Rydberg excitations, thus giving they z
same global picture found by Hachey, Bruna, and

w x 1Ž U .Grein 38 to explain why the long sought p , p
transition has never been observed. A DSCF-based
DFT study of these excited-state curves would

Ž .have been far more difficult if it were possible ,
Žinvolving multiple DSCF or Slater transition or-

.bital calculations for each geometry. Even so, it is
difficult to see how the extensive configuration
mixing at these energies could be described by the
DSCF-based approach without the introduction of

w xpost hoc second-order corrections 7 of a non-DFT
nature.

4. Conclusion

In this work, we have presented the first DFT
calculation of excited-state surfaces exhibiting
avoided crossings. The present results with the
TDLDArAC-LDA functional show that TD-DFT is
capable of describing the important configuration
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mixing effects intrinsic to the behavior of these
surfaces, and that TD-DFT yields the same global
picture of the spectroscopy of the long-enigmatic
1A manifold of formaldehyde as was found in the1

w xMRD-CI study of Hachey, Bruna, and Grein 38 .
While the TDLDArAC-LDA already gives a good

Žqualitative description, and is quantitative agree-
.ment within a few tenths of an eV for some

portions of these surfaces, further improvement in
the functional will be needed in order to make the
results fully quantitative.
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