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bstract

A method for the simultaneous determination of dextromethorphan (DEX), dextrorphan (DET), and guaifenesin (GG) in human plasma was
eveloped, validated, and applied to determine plasma concentrations of these compounds in samples from six clinical pharmacokinetic (PK)
tudies. Semi-automated liquid handling systems were used to perform the majority of the sample manipulation including liquid/liquid extraction
LLE) of the analytes from human plasma. Stable-isotope-labeled analogues were utilized as internal standards (ISTDs) for each analyte to
acilitate accurate and precise quantification. Extracts were analyzed using gradient liquid chromatography coupled with tandem mass spectrometry
LC–MS/MS). Use of semi-automated LLE with LC–MS/MS proved to be a very rugged and reliable approach for analysis of more than 6200
linical study samples. The lower limit of quantification was validated at 0.010, 0.010, and 1.0 ng/mL of plasma for DEX, DET, and GG, respectively.
ccuracy and precision of quality control (QC) samples for all three analytes met FDA Guidance criteria of ±15% for average QC accuracy with

oefficients of variation less than 15%. Data from the thorough evaluation of the method during development, validation, and application are

resented to characterize selectivity, linearity, over-range sample analysis, accuracy, precision, autosampler carry-over, ruggedness, extraction
fficiency, ionization suppression, and stability. Pharmacokinetic data are also provided to illustrate improvements in systemic drug and metabolite
oncentration–time profiles that were achieved by formulation optimization.

2006 Elsevier B.V. All rights reserved.
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. Introduction

To develop safe cough/cold products that deliver optimal effi-
acy, it is necessary to design formulations that provide the most
avorable plasma concentration–time profiles of each active
ngredient along with key metabolites. Two common actives
n such products are dextromethorphan (DEX) and guaifenesin

GG). DEX is an antitussive which acts through depression of
he medullary centers of the brain to decrease the involuntary
rge to cough [1–5]. Guaifenesin is an expectorant believed to
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timulate receptors that initiate a reflex secretion of respiratory
ract fluid, thereby increasing the volume while decreasing
he viscosity of mucus in the lungs. This action facilitates
emoval of mucus and reduces irritation of the bronchial tissue
6–8].

When evaluating the plasma concentration–time profiles
f DEX, consideration must be given to a well-known phe-
otypic variation. In approximately 90% of the popula-
ion, DEX undergoes a high degree of first-pass metabolism
here the cytochrome P450 (CYP) 2D6 enzyme catalyzes O-

emethylation to form dextrorphan (DET) [9]. This metabo-
ite undergoes subsequent conjugation with glucuronide and is
xcreted in the urine [10]. Due to the high degree of first-pass
etabolism, members of this group are consequently referred

mailto:hoke.sh@pg.com
dx.doi.org/10.1016/j.jpba.2006.07.018
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o as extensive metabolizers. The remainder of the population
liminates DEX more slowly and is classified in the poor metab-
lizer category. With poor metabolizers, there is a lesser degree
f first-pass metabolism leading to markedly different pharma-
okinetics when comparing profiles from the two populations.
oor metabolizers exhibit higher levels of circulating DEX and
ave much longer elimination half-lives compared with exten-
ive metabolizers. Half-lives of slow metabolizers reportedly
ange from 17 to 22 h versus 1 to 4 h for extensive metabolizers
11].

While there are several known metabolites of DEX
12,13], the parent drug and its unconjugated metabolite,
ET, are the two molecules primarily responsible for anti-

ussive activity [14–16]. Therefore, it is of interest to
easure the plasma concentrations of both compounds to

ssess the relationship between concentration and antitussive
esponse.

Unlike dextromethorphan, guaifenesin is not subject to phe-
otypic variation. Following oral administration, guaifenesin is
apidly absorbed and is excreted primarily in the urine either
nchanged or after metabolism to �-(2-methoxy-phenoxy)lactic
cid. There are no known active metabolites of GG
17–19].

Optimized cough/cold formulations containing DEX or
combination of DEX and GG were developed through
series of iterative, rapid learning studies using plasma

oncentration measurements as a key parameter in evaluat-
ng relative performance [20]. The optimized formulations
ere then tested in more rigorous studies involving single-

nd multiple-dose clinical pharmacokinetic investigations to
ully characterize selected products containing DEX or DEX
nd GG.

When considering multiple analytes with diverse functional-
ty and the overall project objectives, the specific measurement
equirements presented a unique analytical challenge. Providing
dequate characterization of plasma concentration–time pro-
les necessitated relatively low limits of quantification (LLOQ)
ith target levels at 10 pg/mL of plasma for DEX and DET

nd 1 ng/mL for GG. Also, an extensive quantitative range was
eeded for each analyte, with a target of 5000 times the LLOQ.
his range was defined by the need to generate PK profiles from
ingle- and multiple-dose studies that contained both poor and
xtensive DEX metabolizers, as well as multiple formulations
hat were designed to alter the rate of drug delivery. With more
han 6200 samples for analysis, additional method objectives
ncluded a single assay for simultaneous quantification of all
hree analytes, a high degree of automated sample handling,
nd a rapid rate of sample throughput for both preparation and
nalysis.

Several analytical approaches for measuring human plasma
evels of DEX and/or DET have been reported in the liter-
ture. Most of these methods are based on chromatographic
eparations and utilize various detection schemes including

C-fluorescence [21–24], LC–UV [25], CE–UV [26], and
C–NPD [27,28]. In recent years, several liquid chromato-
raphic based assays were reportedly used in combination with
andem mass spectrometry (LC–MS/MS). Sample preparation
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or the LC–MS/MS methods include liquid/liquid extraction
29,30], solid phase extraction [31], and, for analysis in rat
lasma, the use of on-line turbulent flow chromatography [32].
here is far less published quantitative bioanalytical method-
logy for GG than for DEX. Early methods for quantifica-
ion of GG in human plasma were based on LC–UV [17,18]
nd GC–ECD following analyte derivatization [33]. A recently
eported method based on LC–MS/MS demonstrated faster sam-
le analyses and lower quantification limits for determination of
G in human plasma [34].
Few methods have been reported for the quantification of

EX and/or DET simultaneously with GG in human plasma.
n LC-fluorescence method was used for the quantification of
oth total DET and GG in plasma [35]. However, DEX was
ot included as an analyte with this method and the reported
LOQs of 20 and 180 ng/mL of plasma for DET and GG,

espectively, are not nearly low enough to adequately define the
oncentration–time profiles in the current studies. A recently
eported on-line solid phase extraction (SPE) combined with

S/MS detection represented a significant advance in the simul-
aneous determination of these compounds [36]. The reported
LOQ for DEX and unconjugated DET was 50 pg/mL, while

or GG, the LLOQ decreased to 5 ng/mL. However, the sam-
le cleanup procedure limited the ultimate performance of this
ethod, especially with regard to sensitivity, ruggedness, and

eliability. As described in further detail below, this approach
s unable to meet the demanding requirements of the current
pplication.

To achieve the stated quantification limits of the on-line SPE
ethod, a maximum plasma sample volume of 100 �L was cen-

rifuged and then filtered prior to injection. Even with relatively
mall plasma volumes, there were problems with plugging,
hich limited the utility of this method for overnight analysis of

arge batches of samples. Additionally, the analysis of plasma
lanks produced some chemical noise in the background; this
as especially evident for GG. When considering the limitation
f using relatively small volumes of plasma and the chemical
oise observed in the background, the attainable LLOQs were
-fold higher than the requirements of the current assay. The
ature of these limitations also indicated that using a more sensi-
ive triple quadrupole would not allow a commensurate decrease
n quantification limits.

While the process of optimizing conditions for the on-line
PE is automated, when developing an assay requiring quantifi-
ation of structurally diverse compounds, it is very challenging
o achieve acceptable recoveries of all analytes from the SPE
artridge under conditions that also allow adequate focusing of
ll analytes on the analytical column. The optimal conditions
or these analytes did produce relatively good peak shapes for
EX and DET, but the GG peak shape suffered from tailing.
sing the optimal conditions for sequential extraction and anal-
sis limited throughput as a relatively long injection-to-injection
ime of 9 min per sample was required, resulting in an analysis

ime of 14.4 h per 96-well plate. Certainly faster analyses could
e achieved by simultaneously performing the extraction and the
C separation; however, this approach also increases complex-

ty of the experimental setup. The relatively long analysis time
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nd the potential for failures due to plugging both combined to
imit sample throughput as well as ruggedness and reliability.
lso, with the on-line SPE method, there is a high on-going cost
f expendables at US$ 320 per 96-well extraction tray along
ith a relatively high replacement rate of analytical and guard

olumns.
While the on-line SPE method does provide an adequate

olution for smaller batches of samples where higher LLOQs
re acceptable, it is not a practical solution when considering
he demanding needs of the current assay requiring simultane-
us ultratrace quantification of these three structurally diverse
nalytes in more than 6200 study samples. The relatively clean
lasma extracts produced by LLE directly address many of
he performance issues of the on-line SPE approach. Cleaner
xtracts allow the use of larger sample volumes while providing
ower background chemical noise and lower detection limits.
leaner extracts also greatly improve reliability and rugged-
ess, and allow the potential for higher sample throughput.
hese factors along with the reduced cost of expendables make

he liquid/liquid extraction an attractive approach to sample
reparation when developing challenging assays for use with
xtensive PK investigations. Details of the LLE and LC–MS/MS
ethod development are presented along with data from the

horough characterization of the assay during validation and
nalysis of over 6200 samples. These data address selectiv-
ty, linearity, over-range sample analysis, accuracy, precision,
utosampler carry-over, ruggedness, extraction efficiency, ion-
zation suppression, and analyte stability. Examples of phar-

acokinetic data are also provided that demonstrate plasma
oncentration–time profile improvements resulting from formu-
ation optimization.

. Experimental

.1. Chemicals and reagents

The analytes and their respective stable-labeled analogues
ere obtained from the following sources: dextromethorphan·
ydrobromide was purchased from Hoffman/LaRoche; [2H3-
-methoxy]-dextromethorphan was synthesized at The Procter

nd Gamble Co., Ross, OH; dextrorphan·d-tartrate was pur-
hased from Sigma Chemical Co., St. Louis, MO; [13C1, 2H3-
-methyl]-dextrorphan was synthesized at Procter & Gamble
harmaceuticals, Norwich, NY; guaifenesin was obtained from

he USP (Lot G), Rockville, MD; and [13C3]-guaifenesin was
upplied by Isotec Inc., Miamisburg, OH.

Deionized (DI) water used for both sample preparation
nd LC–MS/MS analysis was obtained from a Barnstead
ano-Pure system (Dubuque, IA). The HPLC grade methanol
sed for sample preparation and chromatographic mobile
hases was obtained from J.T. Baker, Inc., Phillipsburg, NJ.
thyl ether, sodium hydrogen carbonate, sodium carbonate,
odium chloride, and formic acid (88%) were also purchased

rom J.T. Baker, Inc. Carbonate buffer, 1 M, was prepared by
dding 31.8 g of Na2CO3 and 16.8 g of NaHCO3 to 500 mL
I water and stirring until dissolved. Normal human plasma
btained from Golden West Biologicals (Temecula, CA) was

q
e
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sed for preparation of calibration standards, quality control
QC) samples, and plasma blanks.

.2. Instrumentation and materials for sample handling

A MicroLab AT plus 2 (Hamilton Co., Reno, NV) was used
o perform liquid transfers during LLE. This liquid-handling
evice facilitated the transfer of plasma from individual 2 mL
olypropylene cryovials (Sarstedt, Inc., Newton, NC) into the
6-well format. It was also used for addition of the internal
tandard (ISTD) solution, carbonate buffer, and ethyl ether as
escribed in detail below.

Two different types of 96-well plates were used to process
he samples. One type of plate was used during the ethyl ether
xtraction because of its superior sealing properties and ability
o contain volatile solvents, while the second type of plate was

ore compatible with the HPLC autosampler. The LLE was
erformed in a 1.2 mL micro-tube cluster plate (Abgene, Inc.,
ochester, NY, P/N AB-0595) which was sealed with cap mats
btained from Matrix Technologies Corporation (Hudson, NH,
/N 4431). In order to minimize potential for well-to-well
ontamination and to assure a good phase separation during
he extraction process, plates were briefly centrifuged using

Hermle Model Z 360 K centrifuge (National Labnet Co.,
oodbridge, NJ). Following centrifugation, the MicroLab
as used to transfer a portion of organic layer into a 1.2 mL,
6-deep-well plate (Greiner Bio-One, Longwood, FL, P/N
80201).

The ethyl ether was evaporated using a SPE Dry-96 solvent
vaporator (Jones Chromatography, Lakewood, CO) with nitro-
en gas warmed to 30 ◦C. A 96-channel pipettor, the Multimek
6 (Beckman Coulter, Fullerton, CA), was used to add 150 �L of
% formic acid to each well for sample reconstitution. The plate
as then sealed with a teflon/silicon cap mat (Sun International,
ilmington, NC, P/N 400067).

.3. Preparation of solutions for calibration and quality
ontrol

A stock solution of the analytes was prepared in
ater–methanol (75:25, v/v) at nominal concentrations of
00/500/50,000 ng/mL of DEX/DET/GG. Spiking solutions
ere then prepared by diluting the stock solution in
ater–methanol (75:25, v/v) with 0.1% sodium chloride to

orm twelve solutions. Plasma standards were prepared by
dding 20 �L of each of the twelve spiking solutions to 200 �L
ortions of human plasma using the Hamilton Microlab AT
lus 2. This process yielded calibration standards with nomi-
al concentrations of 0.01/0.01/1, 0.025/0.025/2.5, 0.05/0.05/5,
.1/0.1/10, 0.25/0.25/25, 0.5/0.5/50, 1/1/100, 2.5/2.5/250,
/5/500, 10/10/1000, 25/25/2500, and 50/50/5000 ng/mL of
EX/DET/GG in human plasma, respectively.
Quality control samples were prepared manually in bulk
uantity and 1.5 mL portions were transferred to 2 mL Sarst-
dt polypropylene cryovials. These vials were stored frozen at
70 ◦C until the time of analysis. QC samples were prepared

t levels of 0.01/0.01/1.0 (for validation only), 0.03/0.03/3.0,
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/1/10, 20/20/2000, and 40/40/4000 ng/mL for DEX/DET/GG,
espectively.

.4. Plasma sample preparation and liquid/liquid
xtraction

Study samples, QC samples, and blank plasma were removed
rom the freezer and allowed to reach room temperature. The
ontents of all containers were mixed thoroughly by vortexing.
rior to starting the MicroLab program, 200 �L blank plasma
liquots were transferred to positions in a 96-well plate desig-
ated for plasma blank, zero standard, or calibration standard
sing a repeater pipette. QC samples, study samples, and stan-
ard spiking solutions were stored in 2 mL cryovials which were
laced in predetermined positions on the primary sample rack.
nternal standard solution, carbonate buffer, and ethyl ether were
ampled from their respective reagent containers which were
lso placed in designated positions on the MicroLab platform.
he MicroLab then transferred spiking solutions, samples, and

eagents to the extraction plate in the following order: (1) for cal-
bration standards, 20 �L aliquots of standard spiking solutions
ere added to blank plasma in their respective positions; (2)
00 �L aliquots of QC samples and study samples were trans-
erred to their assigned positions on the extraction plate; (3)
0 �L aliquots of ISTD spiking solution were added to all wells
xcept those designated for blanks or autosampler wash; (4)
0 �L of carbonate buffer was added to each well; (5) a total of
.6 mL of ethyl ether was added in two 0.3 mL increments.

After addition of all reagents, the plate was removed from
he MicroLab platform, sealed with a cap mat and mixed using
vortex mixer for 3 min. The extraction plate was centrifuged

or 2 min at 1000 rpm to remove residual solvent from the cap
at and assure phase separation. The plate was then returned to

he MicroLab platform where 0.3 mL of the ethyl ether extracts
ere transferred to corresponding wells corresponding well of
new Masterblock 96-well plate. Care was taken to assure that

ther was sampled well above the phase interface because con-
amination of the ether extract with the aqueous layer resulted in
etrimental effects on ruggedness, chromatographic peak shape,
nd ionization. The ethyl ether was evaporated under a stream of
itrogen using the 96-well plate dryer and the sample residues
n each well of the plate were simultaneously reconstituted with
50 �L of 1% formic acid using the Beckman Multimek 96-
hannel pipettor. The contents were mixed and the plate was
eady for LC–MS/MS analysis.

.5. Instrumentation for LC–MS/MS analysis

The HPLC was comprised of a ternary pumping system
ncluding a model 305 controller pump and two 306 auxiliary
umps equipped with a model 805 manometric module, and a
5 �L mixing chamber (Gilson, Middletown, WI). The HPLC
utosampler was an HTS PAL (CTC Analytics AG, Switzer-
and) equipped with a Peltier cooled tray holder and a three

rawer stack with capacity to hold up to six 96-well plates. The
ass spectrometer was an API 3000 triple quadrupole (AB/MDS
ciex, Thornhill, ON, Canada) and quantitative data analysis was
erformed using the MacQuan software package, Version 1.6.
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.6. LC–MS/MS conditions

A portion (2–50 �L) of each reconstituted plasma extract
as introduced onto a 2.1 mm × 30 mm XTerra MS C18 column

Waters, Inc., Milford, MA), equipped with a 2.1 mm × 10 mm
uard column with the same stationary phase. The weak mobile
hase (MP) consisted of water containing 0.1% formic acid
nd the strong MP was methanol with 0.1% formic acid. The
olumn was equilibrated 2 min prior to injection with 80:20
weak:strong) and this mixture was held constant for 0.25 min
ollowing injection of a plasma extract. A rapid 0.75 min linear
radient was then performed resulting in a final MP composi-
ion of 30:70 (weak:strong) followed by a final hold of 0.25 min,
fter which the composition was returned to initial conditions.
flow rate of 0.35 mL/min was maintained throughout. MS/MS

ata were collected for 2.5 min, after which time the autosampler
egan to load the subsequent sample. Column re-equilibration
ccurred for 2 min prior to performing the next injection. The
otal injection-to-injection cycle time was 3.25 min.

The autosampler used two solvents for syringe washing
etween sample injections. The first consisted of water with
he second being a mixture of water–methanol–formic acid
75:25:0.05, v/v/v). The autosampler syringe was used to rinse
he valve three times with 100 �L portions of each solvent
etween injections.

The mass spectrometer was operated in the turbo ionspray,
ositive ion mode. This configuration consisted of an articulated
onspray inlet used in conjunction with the heated TurboProbe
esolvation unit. The TurboProbe temperature and nitrogen gas
ow rate were 450 ◦C, and 8 L/min, respectively. Collisional
ctivation was achieved using nitrogen as the target gas, at a
hickness of 2.7 × 1015 molecules cm−2. A collision energy of
3 eV was used for DEX and DET activation, while 13 eV was
sed for GG. The following MS/MS transitions were monitored
or quantification: DEX, m/z 272 to 215; DEX ISTD, m/z 275
o 218; DET, m/z 258 to 201; DET ISTD, m/z 262 to 201; GG,
/z 199 to 151; GG ISTD, m/z 202 to 153.

.7. Selectivity and lower limit of quantification

To evaluate method specificity, blank human plasma obtained
rom six different subjects was prepared, analyzed, and exam-
ned for response in each of the analyte and ISTD chromato-
raphic profiles. The LLOQ was established at a level for which
he response was greater than five times the blank response. The
ccuracy and precision criteria required that the LLOQ calibra-
ion standard and QC accuracies average within 20% of target
ith a CV of ≤20% for five validation batches.

.8. Linear dynamic range and over-range samples

Method linearity was investigated by analyzing a set of cal-
bration standards with each of the five validation batches.

alibration curves were constructed by plotting area ratios (ana-

yte/ISTD) versus analyte concentrations for the 12 calibration
tandards and performing a weighted, 1/x2 linear regression
nalysis. Linearity was evaluated by examining the correlation
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Table 1
Summary of clinical studies, numbers of plasma samples, and analytes quantified
for each study

Study number Samples analyzed Analytes

1 664 DEX, DET
2 664 DEX, DET, GG
3 1044 DEX, DET
4 539 DEX, DET
5 1320 DEX, DET
6

T

Q
A
v
e
f
o
S

T
a
e
i
w
a
f

2

t
t
t
w
c
c
p

2

t
q
a
m
t
s
p
s
o
t
f

90 T.H. Eichhold et al. / Journal of Pharmaceut

oefficients of the calibration curves and by determining the
ccuracy of the calibration standards when calculating their con-
entrations using the regression curve parameters. Accuracy was
etermined by dividing the measured concentration by the theo-
etical concentration and multiplying by 100 to express the value
s a percentage.

With samples collected from poor metabolizers during
ultiple-dose studies, some analyte concentrations in human

lasma were expected to exceed the upper limit of quantifica-
ion (ULOQ), especially in the case of DEX. To account for these
igh analyte concentrations, a 10-fold plasma dilution procedure
as validated using plasma QC samples prepared at concentra-

ions five times higher than the upper limits of the linear curves
250/250/25,000 ng/mL for DEX/DET/GG). Triplicate 20-�L
liquots of the over-range QC samples were added to 180 �L of
lank plasma, which were then processed and analyzed. A 10-
old dilution factor was applied to the resulting concentration
hat was quantified versus the normal calibration curve.

.9. Injection volume and signal saturation

The method performance using variable injection volumes
as examined at each calibration standard concentration by

njecting each standard plasma extract at volumes of 2, 5, 10,
nd 50 �L. The resulting area ratios (analyte/ISTD) for the cal-
bration standards were plotted on a single calibration curve for
ll injection volumes of each analyte. Injection volumes pro-
iding acceptable quantitative data were identified based on the
ollowing criteria: both analyte and ISTD signal-to-noise ratios
ere greater than 5:1; there was no signal saturation for analyte
r ISTD; and the accuracies of standards as calculated by the
alibration curve algorithm were typically within 7% of target.
ignal saturation was evaluated by determining analyte intensity
t which the analyte to ISTD area ratio consistently resulted in a
egative deviation from the other points on the calibration curve
nd resulted in accuracy calculations that were lower than 7%
f the target level.

Using the data from this investigation, 50 �L injection vol-
mes were typically used for analyses of blanks, standards, QCs,
nd study samples. However, in cases where the analyte response
xceeded the point of signal saturation, the injection volume was
educed, usually to 5 �L. When using a 50 �L injection vol-
me, saturation was typically observed with high QC samples,
he three highest calibration standards, and study samples with
nalyte concentrations in the same range. Using these injection
onditions for constructing the calibration curve, three aliquots
f plasma spiked at levels of 1/1/100 ng/mL DEX/DET/GG were
repared and analyzed with injection volumes of 2, 5, 10, 20,
nd 50 �L. The accuracies were back calculated to demonstrate
onsistent quantitative accuracy, regardless of injection volume.

.10. Accuracy and precision
During method validation, QC samples were prepared by
piking known amounts of DEX/DET/GG into normal human
lasma at four distinct levels. These levels were: LLOQ QC,
.01/0.01/1.0; low QC, 0.03/0.03/3.0; mid QC, 1/1/100; and high

a
c
q
p

1978 DEX, DET, GG

otal 6209

C, 40/40/4000 ng/mL plasma for DEX/DET/GG, respectively.
ccuracy and precision were determined during analysis of five
alidation batches, with each batch containing six replicates at
ach QC level. The accuracy and precision criteria required that
or QCs above the LLOQ, accuracies must average within 15%
f target with a CV of ≤15% for five validation batches (see
ection 2.7. for LLOQ QC criteria).

Throughout the course of clinical sample analysis (see
able 1), accuracy and precision of the assay were continu-
lly monitored with QC samples prepared at three levels. For
ach 96-well plate containing study samples, QC samples were
ncluded at the low, mid, and high levels previously described,
ith three replicates at each level per plate. For studies 4–6, an

lternate high QC concentration was used at 20/20/2000 ng/mL
or DEX/DET/GG.

.11. Autosampler carry-over

Immediately following a 5 �L injection of the highest calibra-
ion standard containing 500/500/50,000 ng/mL DEX/DET/GG,
hree 50 �L injections of a 1% formic acid blank were sequen-
ially performed. All analyte and internal standard peak windows
ere examined for the presence of measurable response due to

arry-over. Peaks were integrated and the percent carry-over was
omputed by dividing these areas by the corresponding peak area
roduced upon injection of the highest calibration standard.

.12. Batch size and ruggedness

During validation experiments, two 96-well plates were used
o evaluate the capability of the LC–MS/MS method to produce
uality data over a multi-plate batch. The first plate contained
set of 12 calibration standards and triplicate aliquots of low,
id, and high level QC samples. Blank plasma was added to

he remaining wells on the plate. The second plate contained
ix replicates of the low, mid, and high QC samples with blank
lasma aliquoted into the remaining wells. Both plates were
ubjected to the semi-automated LLE procedure and all wells
n both plates were injected under LC–MS/MS method condi-
ions, in duplicate, to simulate analysis of a batch consisting of
our 96-well plates. Method sensitivity, quantitative accuracy,

nd column back pressure were monitored to determine the
apability of the LC–MS/MS method to successfully produce
uality data during analysis of batches comprised of up to 384
lasma extracts.
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.13. Extraction efficiency and ionization suppression

Analyte and internal standard extraction efficiencies from
uman plasma were determined by comparing the LC–MS/MS
esponse for each analyte and internal standard when analyzing
lasma samples spiked with all six compounds prior to extraction
ersus the response obtained when the compounds were added
o a prepared blank plasma matrix after extraction and immedi-
tely prior to reconstitution. Three replicates were spiked at the
ow, mid, and high QC levels with the six compounds of interest
efore and after LLE.

Signal loss from all sources, including ionization suppres-
ion and extraction from plasma, was determined by directly
omparing the LC–MS/MS responses for analytes and internal
tandards produced from the analysis of prepared, spiked plasma
amples with the corresponding responses obtained from injec-
ion of all six compounds in neat solutions of 1% formic acid.
he mean response for each compound in plasma samples spiked
t low, mid, and high QC levels was determined from six repli-
ates, while each corresponding mean response was determined
n triplicate from neat solutions.

.14. Stability

Stability of DEX, DET, and GG was determined under a vari-
ty of storage conditions chosen to simulate those expected to
e encountered during the collection, storage, and analysis of
tudy samples. Analyte stability was evaluated during: refriger-
tion of standard spiking solutions for 34 days; storage of whole
lood for 1 and 2 h at room temperature; exposure of plasma
o room temperature on the bench top for 2 and 6 h; freezing
nd thawing of plasma up to three times; storage of plasma
t −70 ◦C for 55 days, 6 months, and 1 year; and refrigera-
ion of reconstituted extracts for 12 days. For stability studies,
C concentrations of 0.03/0.03/3.0 and 40/40/4000 ng/mL for
EX/DET/GG, respectively, were used for evaluation of most

torage conditions, except as noted below. A minimum of three
eplicate measurements were performed at each level and recov-
ries were determined versus a freshly prepared calibration
urve. The exception to this was the stability evaluation of the
econstituted extracts which were quantified using the original
alibration curve, as the prepared plates already contained inter-
al standard.

Stability of DEX, DET, and GG spiking solutions was deter-
ined so that weighing and dilution of standards was not

equired each day of sample analysis. Spiking solutions for cal-
bration standards 3 and 11 were prepared in water–methanol
75:25, v/v) with 0.1% sodium chloride and stored in Sarst-
dt polypropylene cryovials at 4 ◦C for 34 days. At the end of
4 days, these solutions were used to spike plasma samples in
riplicate, which were then quantified versus a freshly prepared
alibration curve using freshly weighed standards.

For determining stability in fresh whole blood, 5 mL aliquots

f human blood were spiked at 0.1/0.1/10 and 5/5/500 ng/mL
EX/DET/GG. Plasma was isolated from the samples immedi-

tely after spiking and following intervals of 1 and 2 h of storage
t room temperature. Sample preparation was initiated by cen-

h
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rifuging the spiked blood samples for 10 min at 3500 rpm to
eparate the plasma from the cells. The plasma was transferred
o cryovials and triplicate 200 �L portions of each sample were
repared for analysis according to the described methodology.
tability was determined by comparing the recoveries obtained
fter 1 and 2 h of storage versus that which was determined fol-
owing immediate processing of spiked blood.

For determining analyte stability in plasma, triplicate sam-
les were spiked at the low and high QC levels for DEX, DET,
nd GG and subjected to a range of storage conditions. To assure
tability on the bench top in plasma prior to extraction, stability
amples were stored in 2 mL Sarstedt cryovials at room temper-
ture for 2 and 6 h. For determining long-term stability in frozen
lasma, samples were placed in Sarstedt cryovials and stored at
70 ◦C for periods of 55 days, 6 months, and 1 year. To simu-

ate multiple samplings from a given cryovial, stability samples
ere subjected to three freeze/thaw cycles. Within each cycle,

amples were frozen at −70 ◦C for a minimum of 12 h and then
rought to room temperature without additional heat from any
ource other than exposure to ambient room conditions.

Post preparation sample stability was investigated to provide
ome flexibility in cases where immediate analysis of sample
xtracts was not possible. This was investigated by the reanaly-
is of a single plate from one of the validation batches containing
set of calibration standards and six replicates of each QC sam-
le. After the initial analysis, the plate was removed from the
utosampler and placed in a refrigerator at 4 ◦C. Following an
nterval of 12 days, the calibration standards and QC samples
ere reanalyzed and the recoveries of the low and high QCs
ere determined for all six samples.

.15. Pharmacokinetic study

A clinical study was conducted to compare the pharmacoki-
etics of DEX, unconjugated DET, and GG in twenty extensive
nd eight poor metabolizers following a single dose of two
roducts containing DEX and GG. This was an investigator
lind, randomized, cross-over study comparing a conventional
ormulation with an optimized formulation. The conventional
ormulation was Robitussin DM (Wyeth, Madison, NJ). A 10 mL
ose containing 20 mg DEX HBr and 200 mg GG was admin-
stered orally. The optimized formulation contained an equiv-
lent amount of DEX and GG. Blood samples were collected
n sodium heparin tubes (Becton, Dickinson and Company,
ranklin Lakes, NJ) from all subjects prior to dosing and then at
.05, 0.17, 0.33, 0.67, 1, 1.5, 2, 3, 4, 6, 8, 12, 16, and 24 h post
osing. For slow metabolizers additional blood samples were
aken at 48, 72, 120, and 168 h post-dosing. After collection,
lood was centrifuged and the plasma was harvested and stored
rozen at −70 ◦C in polypropylene cryovials until the time of
nalysis.

. Results and discussion
The method for quantification of DEX, DET, and GG in
uman plasma was validated using the described procedures
ased on the Federal Guidance for Industrial Bioanalytical
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Fig. 1. Full-scan, product ion spectra of (A) DEX, (B) DEX ISTD, (C) DET, (D) DET ISTD, (E) GG, and (F) GG ISTD recorded under dissociation conditions used
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or quantification. Arrows indicate the transitions monitored to generate chrom
lso shown as well as label positions for the internals standards.

ethod Validation [37], prior to analysis of study samples.
he results of method characterization during validation follow.
dditionally, key performance data generated during method

pplication to six clinical PK studies that produced more than
200 plasma samples are summarized. An overview of these
tudies is captured in Table 1, including the number of samples
nd the target analytes for each study. Examples of PK results
re also provided and discussed.

.1. Product ion spectra and chromatography

The chemical structures of DEX, DET, and GG and their three
orresponding stable-labeled internal standards are displayed in
ig. 1 along with the respective product ion mass spectra. These
pectra were collected during infusion of the analytes under col-
ision conditions used for quantification, with arrows indicating
he selected precursor to product ion transitions monitored with
he assay.

For the simultaneous determination of DEX, DET, and GG,
radient chromatographic conditions were developed to add
pecificity to the assay and also to elute all three analytes with
ood peak shapes in a reasonably short time scale. All three com-
ounds eluted between 1 and 2 min after injection. LC–MS/MS
ata were collected through 2.5 min and the total injection-
o-injection cycle time was 3.25 min. Typical peak shapes
nd retention times of the SRM chromatograms are shown
n Fig. 2.
.2. Selectivity and lower limit of quantification

During validation, analysis of six individual sources of nor-
al human plasma produced no response for GG or any of the

3

o

aphic profiles. Chemical structures for each analyte and internal standard are

table-labeled internal standards. One of the six plasma sources
id result in quantifiable responses for DEX and DET. Since
oth drug and metabolite were observed in the same source
f purchased plasma, it is likely that the individual had taken
dose of OTC medication containing DEX prior to donating

lood used to produce the plasma. Throughout clinical study
ample analysis, pre-dose samples did not generate a signif-
cant response for any of the analytes without an assignable
ause such as contamination or insufficient wash-out period
rom previous dosage of medication, as is particularly pos-
ible with multiple-dose studies when sampling poor DEX
etabolizers.
The LLOQ for the method was established at 0.010/

.010/1.0 ng/mL plasma for DEX/DET/GG, respectively. Typ-
cal SRM chromatograms produced by injection of a plasma
lank spiked with the three internal standards are shown in
ig. 2(A). For comparison, Fig. 2(B) contains ion traces of the
ame six transitions produced by injection of an LLOQ cali-
ration standard, showing typical analyte signal-to-noise ratios
chieved at the LLOQ. Analysis of study samples produced sim-
lar chromatographic results with no additional peaks observed.
ccuracy and precision for the assay at the LLOQ levels mea-

ured during validation are shown in Tables 2–4 for the cali-
ration standards and in Tables 5–7 for the QC samples. These
esults indicate excellent accuracy and precision, as these data
asily exceeded the LLOQ guidance accuracy criteria of ±20%
ith target CV values of ≤20%.
.3. Linear dynamic range and over-range samples

These studies involved a wide range of expected plasma levels
f DEX, DET, and GG due to the evaluation of several formula-
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Fig. 2. Chromatograms generated during analysis of (A) blank plasma spiked with internal standards by monitoring transitions selective for DEX, DET, GG, and
their corresponding internals standards. For comparison, the same conditions were used for analysis of (B) an LLOQ calibration standard.

Table 2
Accuracy of DEX calibration standards during assay validation

Batch number Percent accuracy of DEX calibration standards

CS 1a CS 2a CS 3a CS 4a CS 5a CS 6a CS 7a CS 8a CS 9a CS 10a CS 11a CS 12a

0.010b 0.025b 0.050b 0.10b 0.25b 0.50b 1.0b 2.5b 5.0b 10b 25b 50b

I 97.2 108.8 99.1 93.9 96.0 103.9 99.7 99.1 100.1 102.9 99.5 99.8
II 102.2 97.3 100.1 91.7 98.1 93.7 101.1 103.5 104.8 107.4 102.3 97.9
III 104.5 90.7 95.8 98.6 102.2 103.6 103.4 98.7 97.3 101.5 101.6 102.2
IV 101.5 97.4 95.7 103.3 101.7 98.7 101.0 100.2 100.6 101.7 95.7 102.5
V 98.3 102.1 101.4 103.5 103.9 103.6 102.9 100.4 96.9 97.1 95.7 94.1

Mean accuracy (%) 100.7 99.3 98.4 98.2 100.4 100.7 101.6 100.4 99.9 102.1 99.0 99.3
CV (%) 3.0 6.8 2.6 5.5 3.2 4.4 1.5 1.9 3.2 3.6 3.2 3.5

a Calibration standard.
b Concentration (ng/mL).

Table 3
Accuracy of DET calibration standards during assay validation

Batch number Percent accuracy of DET calibration standards

CS 1a CS 2a CS 3a CS 4a CS 5a CS 6a CS 7a CS 8a CS 9a CS 10a CS 11a CS 12a

0.010b 0.025b 0.050b 0.10b 0.25b 0.50b 1.0b 2.5b 5.0b 10b 25b 50b

I 103.7 93.5 95.3 98.1 99.8 98.3 99.8 106.5 100.9 96.3 103.9 103.9
II 102.0 98.9 95.1 92.3 106.6 92.4 98.3 103.4 107.6 106.3 95.9 101.2
III 94.4 112.3 103.9 99.0 101.8 97.5 95.4 94.1 92.8 105.6 100.8 102.3
IV 101.0 96.2 102.0 102.2 96.7 101.6 103.4 101.6 101.2 95.0 97.3 101.7
V 97.4 105.4 99.1 99.4 97.9 98.0 98.5 101.6 96.0 95.8 106.5 103.3

Mean accuracy (%) 99.7 101.3 99.1 98.2 100.6 97.6 99.1 101.4 99.7 99.8 100.9 102.5
CV (%) 3.8 7.5 4.0 3.7 3.9 3.4 2.9 4.5 5.7 5.7 4.4 1.1

a Calibration standard.
b Concentration (ng/mL).



594 T.H. Eichhold et al. / Journal of Pharmaceutical and Biomedical Analysis 43 (2007) 586–600

Table 4
Accuracy of GG calibration standards during assay validation

Batch number Percent accuracy of GG calibration standards

CS 1a CS 2a CS 3a CS 4a CS 5a CS 6a CS 7a CS 8a CS 9a CS 10a CS 11a CS 12a

1.0b 2.5b 5.0b 10b 25b 50b 100b 250b 500b 1000b 2500b 5000b

I 101.3 97.5 98.2 101.7 99.7 98.6 98.4 98.9 96.7 103.0 105.1 100.9
II 105.6 91.9 95.4 88.3 96.4 93.4 101.5 105.6 98.1 113.8 107.0 103.0
III 103.0 95.0 97.3 94.5 99.8 101.9 106.7 101.8 105.1 108.0 92.6 94.4
IV 100.3 99.9 94.0 108.0 102.8 102.8 102.2 98.7 85.7 104.0 102.6 99.2
V 99.3 98.0 103.2 106.5 100.9 105.1 106.1 98.4 99.3 97.0 97.3 88.9

Mean accuracy (%) 101.9 96.5 97.6 99.8 99.9 100.4 103.0 100.7 97.0 105.2 100.9 97.3
CV (%) 2.4 3.2 3.6 8.3 2.3 4.5 3.3 3.1 7.3 5.9 5.9 5.8

a Calibration standard.
b Concentration (ng/mL).

Table 5
Accuracy and precision of DEX QC samples during validation and study sample analysis

Study n QCs LLOQ QC (0.010 ng/mL) Low QC (0.030 ng/mL) Mid QC (1.0 ng/mL) High QC (40 ng/mL)

Accuracy (%) CV (%) Accuracy (%) CV (%) Accuracy (%) CV (%) Accuracy (%) CV (%)

Validation 30 101.8 12.7 98.9 7.6 104.0 3.9 97.1 5.8
1 39 103.5 8.7 101.4 2.5 89.5 3.6
2 39 103.1 6.9 103.8 4.1 92.6 5.5
3 72 101.7 10.6 96.8 3.2 88.2 4.9
4 30 102.6 8.3 101.3 2.7 96.1a 3.9
5 70 105.3 8.1 103.0 4.5 96.0a 7.7
6 102 100.0 7.9 100.1 3.5 93.1a 3.5

Totals 382 101.8 12.7 102.1 8.7 100.9 4.3 92.8 6.2

a 20 ng/mL.

Table 6
Accuracy and precision of DET QC samples during validation and study sample analysis

Study n QCs LLOQ QC (0.010 ng/mL) Low QC (0.030 ng/mL) Mid QC (1.0 ng/mL) High QC (40 ng/mL)

Accuracy (%) CV (%) Accuracy (%) CV (%) Accuracy (%) CV (%) Accuracy (%) CV (%)

Validation 30 104.2 14.6 99.0 10.7 104.1 4.8 100.4 7.8
1 33 96.4 6.7 99.6 2.9 94.8 10.1
2 36 103.8 13.6 103.2 5.1 100.3 6.6
3 72 97.1 5.5 97.2 3.9 92.3 4.9
4 30 103.0 10.3 100.8 2.4 99.1a 4.4
5 70 100.2 9.0 104.3 4.8 103.3a 7.3
6 102 101.9 7.7 100.6 3.3 97.8a 5.1

Totals 373 104.2 14.6 100.2 9.1 101.1 4.7 98.1 7.4

a 20 ng/mL.

Table 7
Accuracy and precision of GG QC samples during validation and study sample analysis

Study n QCs LLOQ QC (1.0 ng/mL) Low QC (3.0 ng/mL) Mid QC (100 ng/mL) High QC (4000 ng/mL)

Accuracy (%) CV (%) Accuracy (%) CV (%) Accuracy (%) CV (%) Accuracy (%) CV (%)

Validation 30 108.5 12.6 101.3 7.6 105.9 5.0 99.0 5.1
2 36 106.1 6.9 102.9 4.2 93.4 5.4
6 102 101.5 7.1 99.6 3.6 96.2a 5.5

Totals 168 108.5 12.6 102.4 7.4 101.4 4.7 96.1 5.7

a 2000 ng/mL.
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ions during single and multiple dosing regimens to both exten-
ive and poor metabolizers. As a result, a large linear dynamic
ange for the bioanalytical method was required. The target
alibration range was 5000 times the LLOQ for each analyte,
esulting in ULOQs of 50 ng/mL for DEX/DET and 5000 ng/mL
or GG, given the established LLOQs of 0.010/0.010/1.0 ng/mL
or these compounds. To achieve acceptable linearity throughout
his range, a weighted curve fit and multiple injection volumes
Section 3.4) were utilized. Sample dilution with blank plasma
as also required for those samples that exceeded the upper end
f this calibration range.

Residuals from calibration curves produced during the five
alidation batches are displayed in Tables 2–4 for DEX, DET,
nd GG, respectively. The average correlation coefficients for
hese calibration curves were 0.9996, 0.9994, and 0.9992 for
EX, DET, and GG. These data confirm very good linearity and

ccuracy of the calibration standards across the entire calibration
ange of all analytes.

Because lower maximum analyte concentrations were
xpected in studies 4–6 and the high level QC samples and
tandards exhibited some negative bias following validation,
he highest calibration standard and QC sample were reduced
y a factor of two for studies 4–6. The cause of the observed
egative bias, especially with samples containing high levels
f DEX and GG, was not definitively determined; however,
n the course of normal preventative maintenance, a new mul-
iplier was installed in the mass spectrometer following the
ompletion of validation, which appeared to coincide with the
ower recoveries of the higher concentration standards and QC
amples.

To fit the calibration data, a 1/x2 linear function was uti-
ized within the MacQuan software program. The weighted fit
as essential for characterizing the large dynamic range. How-

ver, this version of software did not have a 1/x2 quadratic
unction, which generally provides a better fit for high con-
entration standards that are most susceptible to negative devi-
tion from linearity. Use of this weighted quadratic func-
ion, available with newer software packages such as Analyst

arketed by AB/MDS Sciex, would likely result in consis-
ently better accuracies for high level calibration standards and
C samples. In addition, newer triple quadrupole mass spec-

rometers deliver wider linear dynamic ranges than the API
000. However, even with newer mass spectrometers, the use
f both optimal curve fitting and variable injection volumes
re useful techniques for extending calibration ranges, when
eeded.

The large linear range reduced the need for sample dilution
nd re-preparation; however, dilution was still occasionally nec-
ssary for samples containing unknown concentrations above
he ULOQs. During validation, the analyses of triplicate sam-
les spiked at 250/250/25,000 ng/mL DEX/DET/GG and diluted
:10 with blank plasma resulted in average percent accuracies
percent CV in parentheses) of 102.9 (1.8), 105.5 (6.7), and 102.3

1.7) for DEX/DET/GG, respectively. These data confirmed that
hen a 20 �L aliquot of plasma is sampled and diluted with
80 �L of blank plasma, accurate and precise quantitative mea-
urements are obtained.
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.4. Injection volume and signal saturation

In addition to utilizing a weighted calibration curve fit,
he use of multiple injection volumes was investigated for
xtending the linear range of the assay. At approximately 1000
imes the LLOQ with an injection volume of 50 �L, signal
aturation was approached, most noticeably for DEX and GG,
esulting in a negative deviation from the other points on the
alibration curve. The peak intensity at this calibration level was
pproximately 1000-fold higher than the LLOQ peak intensity,
hich produced a signal-to-noise ratio of approximately ten.
y reducing the injection volume of the highest standards,
Cs, and study samples, the corresponding peak intensity was

educed and the linear range was extended by an effective factor
f five.

To optimize the use of variable injection volumes, spiked
alibration standards were analyzed to determine which volumes
rovided adequate analyte and internal standard signal-to-noise
atios, did not result in analyte signal saturation, and produced
cceptable accuracy and precision. The injection volumes of
, 5, 10, and 50 �L were used for analysis of each calibration
tandard containing all three analytes. The resulting data for each
nalyte were plotted on a calibration curve to determine which
njection volumes produced acceptable calibration data based
n calculated accuracies. Generally, a 50 �L injection volume
ould be used for calibration standards in the lowest three orders
f magnitude and 5 �L typically sufficed for the upper portions
f the curves.

Using the selected injection volumes and the corresponding
eak area ratios to establish calibration curves for each analyte,
spiked standard at 1/1/100 ng/mL was then analyzed in trip-

icate with injection volumes of 2, 5, 10, 20, and 50 �L. For
hese analyses, the respective accuracies (percent CV) for DEX
ere 96.4 (8.3), 97.3 (4.0), 96.1 (2.7), 101.3 (1.4), and 99.0

1.1)%. For DET, the accuracies were 110.0 (7.9), 93.3 (8.4),
03.2 (13.9), 105.2 (3.7), and 103.0 (7.3)%, while GG provided
orresponding results of 98.6 (12.1), 92.4 (3.1), 99.0 (4.8), 99.2
2.1), and 100.3 (1.7)%. Characteristics of this assay that con-
ributed to consistent peak area ratios when varying injection
olume include: reproducible retention times, no significant ion-
zation suppression (Section 3.8), and the use of stable-labeled
nternal standards.

The capability of extending the calibration range 5-fold by
educing the injection volume greatly decreased the number of
nknown samples requiring re-preparation with the over-range
rocedure. Adjusting the injection volume was shown to be a
exible and rapid post preparation process to extend the linear
ange. Analyte signals that were too intense with the 50 �L injec-
ion were simply reinjected using a lower volume. For samples
here analyte levels were expected to be on the lower end of

he calibration range for some analyte(s) and relatively higher
or others, two different injection volumes were utilized in an
ttempt to obtain data for all analytes during the initial batch run.

owever, in cases where samples contained at least one analyte
ith a measured peak area ratio exceeding the upper end of the

alibration range, re-preparation was performed by 1:10 dilution
n blank plasma prior to analysis.
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ig. 3. Accuracies of QC samples analyzed during validation and clinical sample
nalysis for (A) DEX, (B) DET, and (C) GG.

.5. Accuracy and precision

The accuracy and precision of the method, as indicated by
he results of QC sample analyses, were determined during vali-
ation and throughout analysis of all clinical study batches. QC
ata summaries for average accuracy and precision (expressed
s percent CV) for each of these studies are found in Tables 5–7
or DEX, DET, and GG, respectively. Summary data at all QC
evels easily met success criteria of ±15% for average accuracy
±20% at the LLOQ) with CVs of ≤15% (≤20% at the LLOQ).
ontrol charts of the QC accuracies determined over this period
re plotted in Fig. 3.

A total of 2859 QC samples were analyzed during validation
nd clinical sample analysis. All QC accuracies within the range
f 50–150% of target are included in Tables 5–7 and plotted in
ig. 3. However, eight QC samples (0.3%) fell outside the ±50%
ange. Six of these outliers were low level DEX QC samples,
ne was a low level DET QC, and one an LLOQ DET QC.

hroughout method validation and application, a total of 3.8%
f the 2859 QCs fell outside of the target specifications, meaning
hat 96.2% were within the acceptable range. While accuracy and
recision could potentially be improved, when comparing this

p
d
d
a

nd Biomedical Analysis 43 (2007) 586–600

evel of performance with FDA guidance criteria for acceptable
atches allowing 33% of QCs to be outside of ±15%, the overall
erformance of less than 4% of QCs outside of the target range
s excellent.

.6. Autosampler carry-over

Injection of a diluent blank immediately following analysis of
he highest calibration standard resulted in no observed response
or DET or GG. DEX exhibited a response that was 0.15% of
he peak area produced by injection of the highest calibration
tandard. For the second diluent injection, the level decreased
o 0.06% and there was no measurable response from the third
iluent injection. Due to the carry-over of DEX, diluent blanks
ere routinely injected immediately following the analysis of

ither the high calibration standard or a high QC sample, and
mmediately preceding the analysis of plasma blanks or pre-
ose study samples. Also, study samples from a given subject
ere analyzed in sequence based on collection times to mini-
ize analyte concentration differences in consecutively injected

amples.

.7. Batch size and ruggedness

The analysis conditions and target batch size were designed
o deliver a level of throughput that was high enough to meet
roject timing, but also maintain a relatively straightforward and
eliable method. Samples were received from multiple clinical
ites and each shipment required rapid processing to gener-
te plasma concentration data. However, the receipt of clinical
amples occurred over a period of approximately 6 months. Dur-
ng some weeks, as many as several hundred samples were
eceived while during some weeks there were no samples
eceived. Semi-automated preparation of four-plate batches with
erial LC–MS/MS analysis provided a good balance between
hroughput and simplicity/reliability. With each four-plate batch,
pproximately 300 study samples were analyzed. Batches of this
ize were routinely prepared by two analysts in 4 h and processed
n a single LC–MS/MS system with an analysis time of approx-
mately 25 h.

The ability to analyze batches consisting of four 96-well
lates was originally established during validation. In this
uggedness evaluation, average percent accuracies for DEX (per-
ent CV in parentheses, n = 18) were 99.7 (6.8), 101.3 (3.3), and
00.9 (3.2) at the low, mid, and high QC levels. For DET, the
ccuracies were 97.2 (8.3), 103.1 (4.4), and 103.9 (7.0) for low,
id, and high level QC samples, while for GG the results for

verage percent accuracy were 99.0 (6.1), 101.0 (3.2), and 102.9
4.7). Mass spectrometer sensitivity remained essentially con-
tant throughout and there was no observed increase in HPLC
olumn back pressure. For batches containing study samples,
Cs were typically analyzed at low, mid, and high levels at the
eginning, middle, and end of each plate, except on the first

late where the QC samples were run after the calibration stan-
ards and diluent blanks. Most of the QC accuracy and precision
ata displayed in Tables 5–7 and in Fig. 3 were collected during
nalysis of batches consisting of four plates.
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To achieve a level of ruggedness required for consistently
eliable analysis of batches comprised of four 96-well plates,
everal important parameters were carefully optimized in the
LE procedure. Even after centrifugation, removal and usage
f the ether layer near the plasma interface was shown to be
etrimental to assay ruggedness and to increase ionization sup-
ression. By removing only the upper one-half of the ether layer,
ery clean extracts were produced that resulted in very little ion-
zation suppression (Section 3.8) and a rugged analysis method.

back extraction step was not used, but rather the ethyl ether
as evaporated and the extract was reconstituted in 1% formic

cid. These conditions increased sample throughput, allowed the
imultaneous quantification of all three analytes, and proved to
e very rugged and reliable, with thousands of plasma extracts
ypically injected on a single HPLC column.

The capability to analyze, notebook, and review up to three
atches per week provided a potential throughput of 900 clini-
al samples per week with one robotic workstation for sample
reparation and one LC–MS/MS instrument. Methods for higher
ates of bioanalytical sample analysis with MS/MS detection
ave been reported in the literature such as high-flow supercrit-
cal fluid chromatography [38,39], staggered parallel injections
40,41], and parallel analysis with a MUX interface [42,43].
hese options were considered because of the demonstrated

ncreased bioanalytical throughput; however, these approaches
lso increase complexity which creates additional opportunities
or issues with ruggedness and reliability. When considering the
ate of sample receipt and the requirements for turn around, the
stablished throughput potential of 900 clinical sample analyses
er week was sufficient for this application.

.8. Extraction efficiency and ionization suppression

The analyte and internal standard extraction efficiencies from
uman plasma are displayed in Table 8. These efficiencies
nclude losses due to recovering only 300 �L of the total 600 �L
thyl ether extraction volume. Method optimization revealed
hat attempting removal of the entire ether layer introduced con-
aminants that resulted in increasing HPLC back pressure and

egradation of analyte peak shapes after a few hundred injec-
ions. However, with stable-labeled internal standards to com-
ensate for analyte losses, the accuracy and precision remained
xcellent and sensitivity was not significantly compromised.

able 8
xtraction efficiencies of DEX, DEX ISTD, DET, DET ISTD, GG, and GG

STD from human plasma

ompound Extraction efficiency (%)

Low QC Mid QC High QC

EX 59.5 51.6 41.4
EX ISTD 53.9 51.1 40.4

ET 52.1 52.7 38.0
ET ISTD 49.8 50.8 41.4

G 18.0 19.8 17.8
G ISTD 20.3 19.7 15.4
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To evaluate additional potential sources of signal loss, such as
onization suppression, the MS/MS responses from the analysis
f spiked, blank plasma subjected to the preparation procedure
ere compared with the analogous responses obtained from neat

olutions. In all cases, the peak areas measured from the plasma
nalysis compared to those obtained from the neat determina-
ions were essentially equal on a percentage basis (all within
%) to the results obtained for the extraction efficiency investi-
ation (Table 8). Since the current experiment measures extrac-
ion efficiency plus all additional sources of signal loss, these
esults indicate that after accounting for losses due to recovery
rom plasma, there are no other significant sources of response
oss, including ionization suppression. These data also provide
dditional evidence that the automated preparation conditions
roduce very clean sample extracts.

.9. Stability

Analyte stability was investigated for a variety of conditions
hat were utilized for handling and storage of both standards
nd samples. Stability was confirmed if after exposure to a given
ondition for a period of time, average measured analyte concen-
rations were ±15% of their respective spiked concentrations.
esults of the stability studies are summarized in Table 9. These

tudies demonstrated that all three analytes are stable in spik-
ng solutions of water–methanol (75:25, v/v) with 0.1% sodium
hloride when stored in Sarstedt polypropylene cryovials at 4 ◦C
or 34 days. Analytes were also determined to be stable in sodium
eparin tubes containing the fresh whole blood when stored at
oom temperature for up to 2 h, allowing an interval as long as
h between collection and removal of the plasma.

Analyte stability in plasma was studied extensively as this
s the key matrix for PK studies. Long-term stability of plasma
amples stored frozen at −70 ◦C for up to 1 year was demon-
trated. Freeze/thaw cycles were also investigated to assure that
o analyte losses occurred during the sample freezing and thaw-
ng that were required for analysis and possible sample retests.
ll three analytes were shown to be stable for as many as three

reeze/thaw cycles with temperature changes from ambient to
70 ◦C followed by a return to room temperature. Short-term

torage of plasma at room temperature on the bench top was
valuated to simulate worst case exposure to room temperature
fter thawing and during possible delays in the sampling process
rior to refreezing. Analyte stability was demonstrated for up to
h under these conditions. For prepared samples, stability was
stablished to insure that if instrument or operator time were
ot immediately available, prepared samples could be stored
efrigerated for up to 12 days prior to analysis. As indicated in
able 9, for each condition, all three analytes were determined

o be stable over the investigated time periods.

.10. Pharmacokinetic results
Mean plasma concentration versus time profiles for DEX,
ET, and GG following oral administration of two formula-

ions are displayed in Figs. 4 and 5 for extensive and poor
etabolizers, respectively. The primary differences observed
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Table 9
Stability of DEX, DET, and GG under various storage conditions

Storage condition Dextromethorphan Dextrorphan Guaifenesin

Low level High level Low level High level Low level High level

Accuracy (%) CV (%) Accuracy (%) CV (%) Accuracy (%) CV (%) Accuracy (%) CV (%) Accuracy (%) CV (%) Accuracy (%) CV (%)

Spiking solution (34 days, 4 ◦C) 100.6 5.7 104.4 0.9 110.6 6.1 112.9 4.3 109.3 6.0 110.4 5.9
Blood (1 h, 22 ◦C) 102.0 5.7 100.1 2.8 110.7 2.0 111.7 1.9 98.7 5.7 98.6 4.3
Blood (2 h, 22 ◦C) 95.8 7.7 98.9 1.8 102.7 3.7 109.3 7.3 94.5 1.3 98.4 2.3
Plasma (2 h, 22 ◦C) 107.1 10.6 100.4 0.8 92.8 8.1 101.5 9.6 95.7 0.6 98.8 5.6
Plasma (6 h, 22 ◦C) 100.9 6.6 98.2 1.8 93.7 2.9 106.4 9.4 94.1 3.3 102.4 2.9
Plasma (3× F/T, −70 ◦C) 101.1 5.5 98.6 2.3 97.9 6.6 99.9 4.1 99.3 6.6 104.6 6.1
Plasma (55 days, −70 ◦C) 108.1 7.8 97.4 1.6 102.1 6.6 98.4 3.6 110.3 4.7 93.0 2.6
Plasma (6 months, −70 ◦C) 106.2 3.8 95.4 2.3 106.5 2.9 101.1 4.0 103.6 1.2 94.7 3.3
Plasma (1 year, −70 ◦C) 95.8 6.5 88.2 4.3 95.3 3.9 102.3 3.4 98.1 4.3 93.0 4.9
Extract (12 days, 4 ◦C) 92.4 8.7 93.8 7.7 102.5 7.1 100.0 5.3 100.0 5.2 94.2 3.8

Fig.4.
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ig. 5. Mean plasma concentrations of DEX, DET, and GG following adminis-
ration of either an optimized or conventional formulation containing DEX and
G to 8 poor metabolizers.

noteworthy difference was observed during the first 20 min fol-
owing administration, when DEX plasma concentrations were
–10-fold higher for the optimized formulation. No other for-
ulation related differences were observed for any other phar-
acokinetic parameter.
For dextrorphan, an increase in Cmax and AUC (∼1.5-fold)
ere observed following administration of the optimized formu-
ation to extensive metabolizers with no differences observed in
oor metabolizers. For guaifenesin, no differences in plasma
oncentrations, Cmax, or AUC were noted in either extensive or

R
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oor metabolizers. The pharmacokinetic data for DEX and DET
rovide the expectation of more rapid and effective cough relief
ith the optimized product. These expectations are supported
ith published study results for formulations containing DEX

s the only active [44]. With the referenced study, a more rapid
nd efficient absorption of DEX from an optimized formula-
ion was observed when compared to a conventional product. In
ddition, efficacy data confirmed the direct relationship between
ough reductions and measured plasma concentrations of DEX.

. Conclusions

The combination of semi-automated LLE with gradient elu-
ion LC–MS/MS provides a very reliable and rugged method-
logy for the ultratrace, high-throughput analysis of plasma
amples to quantify multiple target analytes with a range of
ompound functionalities. The use of stable-labeled internal
tandards for each analyte facilitates accurate and precise quan-
ification over a wide dynamic range with a single set of extrac-
ion and LC conditions by compensating for losses when using
onditions that are not optimal for each analyte. Also, stable-
abeled internal standards allow the utilization of only one-half
f the organic layer from the extraction. This produces very clean
xtracts and provides excellent ruggedness of the LC–MS/MS
nalysis with virtually no ionization suppression.

The method for the simultaneous quantification of DEX,
ET, and GG was successfully applied to the analysis of clin-

cal pharmacokinetic samples collected from six studies that
ielded more than 6200 plasma samples. Two or three analytes
ere determined in each sample resulting in more than 15,000
nknown concentration measurements in plasma. During that
eriod, the ruggedness and reliability of the method was well
stablished by analysis of 42 batches including those designed
or validation, clinical samples, and repeat analyses. The typ-
cal batch consisted of four 96-well plates that were prepared
y two analysts in an afternoon and analyzed in approximately
5 h of LC–MS/MS instrument time. Assay accuracy and preci-
ion were monitored through recovery of QC samples and were
hown to be excellent with typical average accuracies within a
ew percent of target and CVs of less than 8% for most studies.
xamples of PK results demonstrate the utility of this method-
logy, and bioanalytical measurements in general, for designing
uperior products and confirming their performance by measur-
ng drug delivery and correlating with biological efficacy.
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