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For many years, researchers have bemoaned the fact that practitioners and policy makers
take little notice of their findings. As Shymansky and Kyle (1992 p. 756) put it, “Why does so
much effort result in such little apparent benefit?”

Some time ago, Amabile and Stubbs (1982) addressed the research–practice gap. They
pointed out that many objective, quantitative findings were not valued by teachers, who con-
sidered that most researchers did not understand life in real classrooms, and, closeted in their
ivory tower, wrote research reports and journal articles which “consisted of convoluted prose
and specialized terminology which takes far too much time to decode into meaningful materi-
al” (Stubbs, 1982, p. 25). Teachers had more interest in anecdotal reports, which they found
more meaningful and to which they could relate more readily than traditional research methods
(Amabile, 1982). At about the same time, White (1984) responded to what he considered un-
duly pessimistic criticism of the state of educational research with specific examples of how re-
search has changed to focus more on the role of participants in teaching and learning. More re-
cent comment about bringing the research–practice gap in science education also has focused
on changing research methodologies to include teachers as collaborators (Krockover & Shep-
ardson, 1995) or teachers as researchers (Pekarek, Krockover, & Shepardson, 1996).

Today, much more of the research in science education, at least, has resemblance to the
“anecdotal reports” referred to by Amabile (1982), because, as we shall see, most of the research
published in mainstream science education journals in 1996 used qualitative rather than quan-
titative methodologies (to use a gross oversimplification of research methods). However, the gap
between research and practice remains. In his 1997 address, retiring NARST President Tom
Koballa quoted teachers’ views that science education research was not useful to them. He, too,
recommended collaboration with practitioners, but also that “we rethink how science education
research is communicated to science teachers” (Koballa, 1997, p. 4) as one way to narrow the
research–practice gap.

It is the communication of research results that I wish to address herein, and specifically
the communication of quantitative results. We cannot simply dispense with approaches to re-
search that provide quantitative results, because there remain questions to be asked that require
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a quantitative answer (Caliendo & Kyle, 1996; Kyle, Abell, & Roth, 1992). As Lederman (1992,
p. 1012) reminded us: “We must let the research questions direct the research approaches and
data analysis procedures” (original emphasis). If quantitative results cause problems of inter-
pretation to practitioners (and others), we must find ways of making them more meaningful and
more relevant. Often it is difficult to avoid statistical terminology if methods and results are to
be reported in an unambiguous way. But there is something we can do easily, and that is to trans-
late the results into something with which teachers are familiar; in other words, we need to go
beyond the tests of statistical significance and report in terms of practical or educational value.
I argue that such reporting is not only helpful to readers, but researchers are obliged to do it
from a statistical point of view. Let us begin to examine this issue with some commentary from
the Journal of Research in Science Teaching.

Plucker and Ball (1996) drew attention to the reporting of results in an earlier paper by
Lazarowitz, Hertz-Lazarowitz, and Baird (1994), suggesting that particular findings described
as significant in fact lacked practical significance. They pointed out that this could and should
have been demonstrated using effect sizes, such as eta-squared. The authors (Lazarowitz et al.,
1996, p. 682) replied that their findings were “of theoretical interest” even if the effect sizes
(which they referred to as “this new procedure”) were probably small.

Fundamentally, these comments highlight the old but important debate about the difference
between statistical significance and the practical or educational value of research findings. The
comments also highlight the contribution the notion of effect sizes can make to interpreting and
reporting results, particularly as this contribution is far from new. Kirk (1996) attributed the idea
of expressing the magnitude of an effect to Karl Pearson in 1901, and in 1925 Ronald Fisher
proposed the use of eta (or the correlation ratio) as a measure of the strength of association be-
tween the independent and dependent variable. This procedure was recognized in statistics
method textbooks during the 1930s (Huberty, 1993). Kirk noted that in 1969, Cohen’s d (a stan-
dardized mean difference) became the first measure of effect magnitude which was explicitly
called an effect size. During the 1970s, as the procedures of meta-analysis were developed and
documented, measures of effect magnitude were thoroughly described (see, for example, Glass,
1977, and any number of textbooks on meta-analysis). The term “effect size” came into gener-
ic use, but I will use the term “effect magnitude” herein because it is more inclusive. Thus, we
see that effect magnitudes and their use have been documented extensively for at least 2 decades;
in fact, Glass published a descriptive paper on meta-analysis in the Journal of Research in Sci-
ence Teaching in 1982 and the May 1983 issue of the Journal was dedicated to a comprehen-
sive NSF-funded meta-analysis of research in science teaching from the 1950s through the ear-
ly 1980s (see Anderson, Kahl, Glass, & Smith, 1983).

If effect magnitudes are not really new, are they important enough for researchers to chide
each other about their use? The answer takes us back to the issue of the statistical and practical
significance of the findings of quantitative research. There has been a groundswell of comment
on two fronts. First, because statistical significance does not imply practical significance, re-
searchers are urged (but apparently are reluctant) to address the issue of practical significance
in reporting their results. The discussion about effect magnitude has sprung from this. The mag-
nitude of the effect provides a quantitative estimate of practical significance, although the re-
searcher is still required to interpret the educational importance of the result in the context of
the research situation. Second, there is deep-rooted dissatisfaction with the theory and practice
of the process of statistical significance testing (SST) itself. This dissatisfaction has resulted in
a special issue of the Journal of Experimental Education (Thompson, 1993), strong statements
in reworked editorial guidelines, such as those for Educational and Psychological Measurement
(Thompson, 1994a) and the American Psychological Association (APA, 1995; Thompson, 1996,
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1997), and recommendations for editors and others (Carver, 1993; Daniel, 1997; Shaver, 1993;
Thompson, 1996) about the use of SST in papers to be published.

What is the concern all about, and should we, as researchers in science education, take
heed? I will address three questions:

1. What are the problems associated with the use of SST?
2. How well do we as science education researchers report and discuss the statistical and

practical significance of our findings?
3. How can we improve our own practice?

Problems Associated with the Use of SST

Most of the problems with SST stem from misunderstanding of what SST is about, with
subsequent misinterpretation and misuse of the outcomes, but there is also disquiet about its the-
oretical underpinnings. Criticisms along both these lines have been published for more than 40
years (Cohen, 1994), often with the same authors reiterating their concerns because, apparent-
ly, they were unheard (see, for example, Carver, 1978, 1993). It is beyond the scope of this ed-
itorial to discuss fully the logic and criticisms of the process of SST, so I refer the reader to ex-
cellent discussions provided by Carver (1978), Cohen (1994), and Shaver (1993), among others.
However, I offer an overview of some of the issues to provide context for the rest of my com-
ments.

What Statistical Significance Testing Is About

Contrary to the impression given in many statistics method textbooks, SST is not a single,
unified, unproblematic procedure. Huberty (1987) explained it as a hybrid of the philosophies
of Fisher and of Neyman and Pearson. Fisher’s significance testing procedure requires the state-
ment of a null hypothesis based on a specified test statistic. Data are collected, the statistic is
calculated, and the probability of the result is determined, given that HO is true. HO is rejected
if p is small. The Neyman–Pearson hypothesis-testing approach requires the statement of both
a null and an alternative hypothesis, together with a fixed-value probability (alpha) of rejecting
the null hypothesis when it is true. Data are collected, the statistic is calculated, and if its val-
ue is in the rejection region, HO is rejected in favor of H1. Huberty’s (1993) review revealed
that early textbooks followed the Fisher approach and the Neyman–Pearson method, which in-
troduced formally the alternative hypothesis and the idea of a critical region was incorporated
into textbooks by 1950. Most current textbooks present a combination (usually unexplained) of
these two approaches.

Shaver (1993) made a valuable contribution to the debate by explaining what SST is and
what it is not. He provided a useful description of the meaning of SST:

Our commonly used tests of statistical significance (z ratios, t ratios, and F ratios, such as
in the analysis of variance or covariance) are procedures for determining the probability
(usually at a pre-specified level of alpha) of a particular result, assuming the null hypoth-
esis to be true, given randomization and a sample size of n. (p. 294)

There are three rather obvious and important aspects of this statement, each of which is fun-
damental to understanding what the process of SST is about. Each also is the subject of misin-
terpretation. These aspects are the nature of the probability that is determined in SST, the issue
of randomization, and the implications of sample size.
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Probability and the Null Hypothesis. The statement of probability in SST refers to the like-
lihood of a particular result from the data (D) given that the null hypothesis (HO) is true; that
is, p(DuHO). It is not a statement of probability about whether the null hypothesis is true given
the data: that is, p(HOuD). Cohen (1994), Kirk (1996), and Menon (1993a), among others, point-
ed out that there is a widespread and erroneous belief that a low probability for the first state-
ment implies a low probability for the second—that is, the false assumption that p(DuHO) 5
p(HOuD). Carver (1978, p. 384) demonstrated the error of this assumption in a dramatic way:

What is the probability of obtaining a dead person (label this part D) given that the per-
son was hanged (label this part H); that is, in symbol form, what is p(DuH)? Obviously it
will be very high, perhaps .97 or higher. Now let us reverse the question. What is the prob-
ability that the person was hanged (H) given that the person is dead; that is, what is
p(HuD)? This time the probability will undoubtedly be very low, perhaps .01 or lower.

Carver (1978, p. 385) pointed out that although substituting the first estimate (.97) for the
second (.01) “seems to be an unlikely mistake, it is exactly the kind of mistake that is made with
interpretations of statistical significance testing—by analogy, calculated estimates of p(HuD) are
interpreted as if they were estimates of p(DuH).” Unfortunately, it is easy to find examples of
these mistakes, often in textbooks, as Cohen (1994) and others have pointed out.

Randomization and Replicability. Clearly, because SST assumes that HO is true, it makes
sense only if the data come from samples randomly selected from the (often hypothetical) pop-
ulation to which HO refers. This enables statements of probability to be made about the likeli-
hood that the sample came from this population. Misinterpretations commonly arise. The first
is the misunderstanding that a random sample is always representative of its population. How-
ever, random sampling does not ensure representativeness in a single sample; only repeated ran-
dom sampling can ensure representativeness in the long run. Similarly, random assignment can
meet only the assumption of nonsystematic between-group differences; it does not ensure that
groups are equivalent in a single study. Thus, the result cannot be used to make a statement
about the results of another study. Carver (1978) and Menon (1993a) both quoted samples where
authors misinterpreted a statistically significant finding to mean that the result will replicate in
a new study. Just as the result of one coin toss can have no bearing on the result of a second, a
statistically significant result for one sample provides no information about the results from the
next sample; it does not imply that the result will replicate in the next study.

Another misinterpretation is that a statistically significant result can be interpreted in a
causal way; that the rejection of the null hypothesis confirms the theory underlying the research
hypothesis. A statistically significant result does not indicate that the treatment is responsible for
any effect. Again, examples of this misinterpretation are easy to find.

All of this underscores the importance of replication to have confidence in the outcomes of
research. If the study is replicated with other samples, then consistent findings will provide con-
fidence in the result. Even if the differences are small and nonsignificant in a statistical sense,
if they replicate, then it is more likely that they are real.

Size of Sample. The size of the sample identifies the theoretical distribution of the statistic
being tested, and every statistic has its degrees of freedom based on n. Thus, the calculated prob-
ability is a function of the sample size, as well as any effect which exists. The larger the sam-
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ple, the smaller the sampling error and the more likely that the calculated statistic will be sta-
tistically significant. The advantage of larger samples is that they are more likely than small ones
to resemble the population in the long run, so a larger sample increases the power of the statis-
tical test, making it more likely to detect a difference if one exists.

An important point to note here is that a statistically significant result does not mean that
the effect is large or that the finding is necessarily important. Trivial effects may be statistical-
ly significant if the sample is large enough. Of course, the reverse is also true: nonsignificant
findings may also be important. It is the responsibility of the researcher to address the issue of
importance in the context of the research.

Theoretical Problems

Misinterpretation and misuse of SST can be prevented by better understanding of what it
is about, but even when SST is flawlessly used and interpreted, there are still aspects of funda-
mental concern to its critics. The first problem is that SST does not tell us what we want to know.
As Cohen (1994) and Kirk (1996) pointed out, the question of interest to the researcher is: What
is the probability that the null hypothesis is true, given that I have these data? This is p(HOuD),
but SST considers p(DuHO), which, as we have seen, are not the same. SST proides a value of
p which, if it is considered small enough, suggests that chance is an unlikely explanation for the
data, and the null hypothesis is rejected. Instead, the emphasis should be on the data and whether
they support the research hypothesis. We should note that Bayes’ theory and Bayesian statistics
do address the issue of p(HO), or the probability of the null hypothesis before the experiment
begins (Cohen, 1994), and have much to offer the debate on statistical inference (Edwards, Lind-
man, & Savage, 1963). However, at this time Bayesian methods are rarely used in science ed-
ucation research, and until they have evolved it seems more important to understand, and thus
better use, the techniques we presently employ.

Other theoretical problems relate to the assumptions which underlie SST. In the first place,
random sampling is seldom possible in educational research; random assignment of a treatment
or intervention is more common but still unusual. Since randomization is essential for SST
(Shaver, 1993), the violation of the assumption of randomness makes a mockery of the test. In
the second place, as most critics point out, the null hypothesis is never exactly true. It is there-
fore a trivial exercise to attempt to reject it. Cohen (1994) added the point that the almost uni-
versal assumption that HO is equivalent to an effect size of zero is “downright ridiculous”
(p. 1000).

In view of these problems with SST, why do researchers cling to this procedure? Why have
researchers adhered to the notion of statistical significance instead of looking for and making
statements about the practical or educational significance of their findings? One reason often
postulated is the seemingly objective nature of SST. By finding a value for p and using it to ac-
cept or reject HO, a neat, dichotomous, and deceptively simple decision is delivered into the
hands of the potentially subjective researcher. In fact, what SST does is divert attention from
the research hypothesis. Carver (1978) compared two kinds of research methods. The scientif-
ic method moves directly from data collection to the question: Do the data support the research
hypothesis? If they do, then alternative hypotheses are considered, including HO. In the other
method, which Carver called corrupt, the research process moves from data collection to a test
of the statistical significance of the data, invoking HO. In this method, “a result that is not sta-
tistically significant is automatically interpreted as providing no support for the research hy-
pothesis, no matter how much the data tend to confirm it” (Carver, 1978, p. 390).
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Should SST Be Abandoned?

Many critics of SST believe that its continued use impedes the growth of cumulative knowl-
edge (Cohen, 1994; Schmidt, 1996) and that it should be abandoned (Carver, 1978, 1993; Co-
hen, 1994; Menon, 1993a) or at least minimized (Shaver, 1993). Others believe that the prob-
lems lie not with SST but with its misinterpretation. Huberty (1993) thought that some of the
blame for this lies with poor presentation by textbooks, teaching and reporting, and poor jour-
nal editorial review. More moderate commentators, including some journal editors, suggested
that, when properly used, SST still has something to offer to the educational researcher (Asher,
1993; Bourke, 1993; Clements, 1993; Levin, 1993; Robinson & Levin, 1997; Rowley, 1993;
Schafer, 1993; Zwick, 1997).

There is widespread agreement among authors that evidence beyond SST should be pre-
sented in the reporting of research. One universal recommendation is for the use of estimates of
the size of the effect, generically called “effect sizes,” but also termed “effect magnitudes” (Kirk,
1996) or “magnitude-of-effect estimates” (Snyder & Lawson, 1993). These tend to be measures
of the strength of association between the variables, such as a correlation coefficient and its
square, or a standardized mean difference, but there are also others (Kirk, 1996; Snyder & Law-
son, 1993; Tatsuoka, 1993). Of course, effect magnitudes are not unproblematic. Because least-
squares methods of regression analyses capitalize on sampling error, correlational measures of
effect magnitude tend to be biased upward, and a range of procedures to correct the bias have
been suggested (Snyder & Lawson, 1993; Thompson, 1993). In terms of this discussion, a ma-
jor advantage is that effect magnitude refocuses attention on the data and takes it off the null
hypothesis (Kirk, 1996). Another, of course, is that effect magnitudes highlight the distinction
between statistical and practical significance (Snyder & Lawson, 1993). As Tatsuoka (1993, p.
461) pointed out, the rejection of HO “does not suggest that the effect is large or even nontriv-
ial but simply that it is non zero. Hence the rejection of HO ‘cries out’ for estimating the mag-
nitude of the effect in question.”

Reporting of Statistical and Practical Significance in Science Education Research

Plucker and Ball’s (1996) comment in the Journal of Research in Science Teaching about
the benefits of reporting effect magnitudes as a way of highlighting practical significance was a
timely one. To obtain a broad perception of how common is the use of effect magnitude in in-
terpretation and reporting of science education research, I surveyed the 1996 volumes of five
English language science education journals: Journal of Research in Science Teaching (JRST),
International Journal of Science Education (IJSE), Research in Science Education (RISE), Re-
search in Science and Technological Education (RSTE), and Science Education (SE). Each is-
sue was scanned, the kind of the research reported in each article was considered (comments
and editorials were excluded), and the nature of the data analysis and reporting were noted. The
results are presented in Table 1.

Altogether, a total of 197 articles were scanned, and 119, or 60%, of these reported some
kind of numerical data. More than half of these articles (56%) reported frequency data in tables
or graphs, often to represent the number of students with particular views or ideas, or who cor-
rectly completed a task. The remaining 52 articles, representing about one quarter of all of those
published, could be described as using quantitative methods and reported statistical analyses of
some kind. Nine of these 52 articles did not deal with effects, so the reporting of effect magni-
tudes was not relevant. The other 43 dealt with inferential statistics where effect magnitudes
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could have been calculated and reported to clarify the findings. Only 10 of these 43 articles, less
than a quarter, reported any effect magnitudes. Thus, we find that effect magnitudes appeared
in 5% of the published articles in the five journals, or, more important, only 22% of those arti-
cles where effect magnitudes were relevant actually included them. Furthermore, in several of
these articles, the effect magnitudes were reported in tables but were not interpreted in the text.

A comparison can be made between the reporting of quantitative research involving infer-
ential statistics in science education and in the psychological literature. Kirk (1996) reviewed
the contents of the 1995 volumes of four journals: Journal of Applied Psychology, Journal of
Educational Psychology, Journal of Experimental Psychology, Learning & Memory, and the
Journal of Personality and Social Psychology. The numbers of articles using inferential statis-
tics in each journal were, respectively, 57, 49, 111, and 174, and, again, respectively, the per-
centages of these which included at least one measure of effect magnitude were 77%, 55%, 12%,
and 46%. This compares with 22% for the science education journals reported in Table 1.

The most frequently used inferential procedures in the psychological journals were analy-
ses of variance, the t test for mean differences, and regression analysis. Based on Table 5 in Kirk
(1996), the most common kind of effect magnitude reported was variance-accounted-for (in
around 90% of papers). Only 4% were standardized mean difference. The pattern was similar
in the 1996 science education journals. The common inferential procedures involved analyses
of variance, correlation/regression, chi-square, and the t test. The small number of effect mag-
nitudes reported were mainly squared correlation coefficients, although they were not always
interpreted as measures of the magnitude of the effects.

In sum, this survey suggests that of the substantial number of research papers published in
the science education literature which employ inferential statistics, a minority report effect mag-
nitudes and even fewer provide discussion of, or even the distinction between, statistical and
practical significance of the findings. Based on these two surveys, the performance of our jour-
nals appears to lag behind those in the psychological literature. It is not clear why this is so, but
a possible explanation is that psychology journals give more attention to issues relating to SST.
In this context, we might note that Schmidt’s (1996) oft-quoted paper in which he argues that
reliance on SST has “systematically retarded the growth of cumulative knowledge in society”
(p. 115) was based on his presidential address to the Division of Evaluation, Measurement, and
Statistics of the American Psychological Association. Whatever the reason for the difference, it
seems there is considerable room for improving our practice in reporting science education re-
search.
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Table 1
Numbers of papers reporting effect magnitudes in five science education journals

Variable JRST IJSE RISE RSTE SE Total % of Total

Total papers published 52 67 32 16 30 197 100
No numerical data reported 20 31 10 1 16 78 40
Frequency data only reported 16 24 12 8 7 67 34
Statistical analysis reported 16 12 10 7 7 52 26
Effect magnitudes not relevant 4 1 2 1 1 9 5
Effect magnitudes are relevant 12 11 8 6 6 43 22
Effect magnitudes are reported 2 2 2 2 2 10 5



Improving the Quality of Reported Research in Science Education

Reference has already been made to a number of papers devoted to discussion about sig-
nificance in educational and psychological research. Many suggest guidelines for improved re-
porting of quantitative research, including Carver (1978, 1993), Cohen (1994), Daniel (1997),
Shaver (1993), Thompson (1993, 1994a, 1996), and Thompson and Snyder (1997). These and
other discussions have been considered in drawing up a list of suggestions for authors in sci-
ence education research. It might be worth noting that these ideas are important in planning the
research as well; they are not simply afterthoughts!

Use Correct Terminology

A simple contribution that authors can make to minimize the emphasis placed on SST in
the reporting of research findings is to insert the word “statistically” before significant. Only a
couple of articles in the science education journals surveyed followed this practice, and then not
consistently. As Carver (1993) pointed out, many readers do not know that significant almost
always means statistically significant. Menon (1993b) argued that points like this are worth say-
ing again, because misunderstanding and misinterpretation of SST are still widespread. We need
to check our own reports to ensure that we do not unconsciously contribute to further confu-
sion. I recommend that you review Shaver’s (1985a, 1985b) two conversational pieces on in-
terpreting statistical tests of significance.

Provide Sufficient Information about the Data

Researchers need to keep the research data in focus by describing them thoroughly. Cohen
(1994) talked about exploratory data analysis as a way of understanding the data. In any case,
sufficient information should be provided to readers to allow them to make some judgments of
their own about the findings. At least point estimates and an indication of sampling error should
be reported. For example, means accompanied by standard deviations or standard errors can pro-
vide this information. Line graphs are clear and easy to inspect, but they do not routinely indi-
cate sampling error unless error bars are added. In this vein, there has been considerable atten-
tion paid to the reporting of confidence limits, instead of point estimates. Kirk (1996, p. 745)
noted that

A confidence interval contains all of the information provided by a significance test and,
in addition, provides a range of values within which the true difference is likely to lie . . .
and makes trivial effects harder to ignore.

Serlin (1993) explained the idea of using range null hypotheses based on confidence limits in-
stead of point null hypotheses. However, confidence intervals are based on the logic of statisti-
cal significance testing so their use does not solve all of the problems of SST (Zwick, 1997).
Furthermore, confidence intervals for many statistics are not well understood (Behrens, 1997;
Zumbo, Pope, & Stork, 1997). At the moment, they are not widely reported in educational re-
search. Dugan, Huston, Franz, and Izzo (1997) examined 681 articles and found only eight that
reported confidence intervals, with most leaving them uninterpreted.

Another technique which can be used by the researcher to aid interpretation of the findings
is to provide additional information based on theoretical, rather than empirical, extrapolation of
the results to different sample sizes. This is sometimes called what-if analysis. For example,
Thompson (1994a) suggested that authors might explicitly index the statistical significance of
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their statistic to the sample size; however, this approach is not without criticism (Robinson &
Levin, 1997).

Replication

Replication remains the fundamental method by which confidence is established in the find-
ings of research using inferential statistics. Conducting another study with a new sample is the
best way, but in the real world of schools and teachers whose priorities often do not match those
of the researcher, this kind of external replication is rarely possible. A number of internal meth-
ods of replication which use a single data set are in use. The first of these is cross-validation,
where the data are divided and the analyses replicated in each part. Other empirical methods in-
clude bootstrap and jack-knife techniques which attempt to estimate the likelihood that results
will replicate. These methods are well described by Thompson (1994b), but although helpful,
they are not as persuasive as using new data.

Report and Interpret Effect Magnitudes

Ideally, we would like the effects of our educational experiments to be dramatic and indis-
putable. Unfortunately, they rarely are. Not many of our results pass what Edwards et al. (1963,
p. 217) described as the interocular traumatic test: that is, “You know what the data mean when
the conclusion hits you between the eyes.” Usually, we have to rely on some other way to con-
vey the magnitude of our findings.

The use of estimates of the effect magnitude as a complement to SST is a main theme of
this editorial. In the surveys noted above, the most frequently reported measure of effect mag-
nitude (although not always interpreted) is a squared correlation coefficient, R2, r2, or eta-
squared. These measures give the proportion of variation in the scores of the dependent or cri-
terion variable (such as scores on a science achievement test) which can be predicted from the
variance of the independent or predictor variable(s) (such as the kind of teaching approach used).
Thus, if r2 5 0.5, half or 50% of the variance in one variable is shared with the other. In terms
of effect magnitude, Kirk (1996) suggested this might be described as a large effect. Whether
this result is statistically significant depends on the size of the sample, but given the context and
circumstances of the research, the researcher might decide, for example, that only effect mag-
nitudes . r2 5 0.1 are important enough to merit concern.

The second most frequently reported kind of effect magnitude is a standardized mean dif-
ference. This is the measure most commonly used in meta-analysis because it translates the ef-
fects found in different studies to measures on a similar metric. Several researchers estimate that
an effect magnitude of about 0.5 is medium (Kirk, 1996). With large groups, an effect magni-
tude of only 0.1, one tenth of a standard deviation, may be statistically significant, even though
it may not be noticeable. Depending on the circumstances and the context, the researcher might
consider that an effect size of 0.2 is needed to indicate a worthwhile effect.

Notice a subtle shift in emphasis here: The interpretation of the effect magnitude as a worth-
while effect places the onus on the researcher to decide whether the result has practical or edu-
cational value, an important and worthwhile step beyond the reporting of statistical significance.
It is incumbent upon researchers to report and interpret effect magnitudes, whether or not they
are significant. Further useful discussion of effect magnitudes is provided by Tatsuoka (1993)
and Kirk (1996), their use in repeated measures designs is documented by Dunlap, Cortina,
Vaslow, and Burke (1996), and the process of correction for bias is described by Snyder and
Lawson (1993).
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Summary

I began with the suggestion that improvement in the interpretation and reporting of quan-
titative research findings would help bridge the gap between research and practice in science
education. Attention has been drawn to several misinterpretations of SST: namely, that it is a
test of the null hypothesis (rather than the data), that a statistically significant finding provides
evidence that the result is replicable, that the effect is caused by the treatment, and that it is large
and/or important. All of these misinterpretations can be found in science education literature,
but probably little purpose would be served by drawing attention to specific examples.

A survey of recent published articles in science education revealed that considerable scope
exists for improvement in conveying and interpreting the findings of quantitative research. Some
suggestions have been made to enhance the quality of reported research. The bottom line is that
researchers need to address the importance of their findings, giving consideration to factors such
as the impact or benefit and the cost of producing it, in terms of time, effort, money, and human
values. Research interpreted only in terms of the statistical significance of its findings is not only
barren but unfriendly to the practitioners whose reward for allowing us to research in their class-
rooms should, at least, be a clear statement of the meaning, importance, and relevance of the re-
sults.

An earlier version of this article was presented at the annual conference of the Australasian Science
Education Research Association, Adelaide, July 1997. The author thanks Ric Lowe and Russell Jones for
helpful comments on the earlier draft, and Dick Gunstone for drawing the author’s attention to the inter-
ocular traumatic test as described by W. Edwards, H. Lindman, and L.J. Savage in 1963.
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