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ABSTRACT The relative free energies of bind-
ing of trypsin to two amine inhibitors, benzamidine
(BZD) and benzylamine (BZA), were calculated us-
ing non-Boltzmann thermodynamic integration
(NBTI). Comparison of the simulations with the
crystal structures of both complexes, trypsin-BZD
and trypsin-BZA, shows that NBTI simulations bet-
ter sample conformational space relative to thermo-
dynamic integration (TI) simulations. The relative
binding free energy calculated using NBTI was much
closer to the experimentally determined value than
that obtained using TI. The error in the TI simula-
tion was found to be primarily due to incorrect
sampling of BZA’s conformation in the binding
pocket. In contrast, NBTI produces a smooth muta-
tion from BZD to BZA using a surrogate potential,
resulting in a much closer agreement between the
inhibitors’ conformations and the omit electron den-
sity maps. This superior agreement between experi-
ment and simulation, of both relative binding free
energy differences and conformational sampling,
demonstrates NBTI’s usefulness for free energy cal-
culations in macromolecular simulations. Proteins
1999;37:641–653. r 1999 Wiley-Liss, Inc.
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INTRODUCTION

Over the past decade, free energy perturbation (FEP)1

and thermodynamic integration (TI)2 have been widely
used to compute free energy changes using molecular
dynamics (MD) or Monte Carlo simulations.3–6 Although
these methods have potential applications in biochemistry
and drug design, they are limited by the inaccuracy of force
fields and poor sampling of conformational space. In this
article, we primarily focus on the latter problem. Previ-
ously, we proposed a new method of free energy calculation
that enhances conformational sampling through non-
Boltzmann thermodynamic integration (NBTI).7 We
showed its success for a small molecular system by calcu-
lating the difference in free energy of solvation between
butane and propanol.7 Here, NBTI is used to calculate the
difference in free energy binding of two amine inhibitors,

benzamidine (BZD) and benzylamine (BZA) to trypsin.
The results demonstrate the superiority of this method
compared to TI for simulations of macromolecular sys-
tems.

Trypsin-inhibitor complexes are excellent test cases for
free energy calculations since the trypsin binding pocket is
quite rigid,8–10 the inhibition constants of many trypsin
inhibitors have been measured,11–14 and the structures of
several trypsin-inhibitor complexes have been solved.15–19

Trypsin specifically cleaves the peptide bond on the carboxy-
terminal side of positively charged residues, namely lysine
and arginine. The inhibitors chosen for our studies, benza-
midine (BZD) and benzylamine (BZA), are good mimics of
the side chains of Arg and Lys residues. Despite the slight
chemical differences between these inhibitors, they have
relatively large free energy differences of binding to tryp-
sin (. 2 kcal/mol); calculating these differences should
therefore be possible given the limited precision of free
energy methods (,1 kcal/mol). Since the inhibitors have
only a few rotational degrees of freedom and trypsin has a
rigid binding pocket, it should be possible to properly
sample the sampling of the degrees of freedom of the
inhibitors. Hence, this system is a realistic test case for
NBTI, which was developed in order to enhance sampling
in macromolecular simulations.7

In the unbound state, a set of representative conforma-
tions of the inhibitors must be sampled according to a
Boltzmann distribution. Even though BZA has only a few
rotational degrees of freedom, we found that TI does not
sufficiently sample conformational space when a 200-ps
simulation is used. Using NBTI, we show that the confor-
mational sampling of the unbound state is more adequate
over the course of a 200-ps simulation.

To determine the binding conformations of the inhibitors
in the binding pocket of trypsin, the room temperature
X-ray crystal structures of trypsin in complex with the two
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inhibitors, BZD and BZA, have been solved to high accu-
racy (Rfree # 19%). Since a crystal structure is usually only
a single conformation which represents the time and
spatial average of an ensemble of molecules whose popula-
tion is somewhere between 1010 and 1015, it is difficult to
deduce the dynamic and thermal motions of the atoms, or
multiple conformations in an ensemble of macromolecules,
from an X-ray structure alone except in rare cases of
higher quality of experimental phases.20 Crystallographic
temperature factors are not accurate indicators of detailed
atomic motions because they include effects not only of
thermal motion but also of static disorder in the crystalline
state and of errors in the atomic model.20,21 Thus, it is more
appropriate to compare the ensemble generated by simula-
tions directly with the electron density map. To this end,
time-averaged electron density maps were calculated from
the ensemble used in the free energy calculations and then
compared to model-bias free annealed omit electron den-
sity maps22 in order to assess the accuracy of the sampling
range of the inhibitors in the binding pocket.

NBTI shows superior convergence of the binding free
energy as well as more complete conformational sampling
in both the unbound and bound states as compared to TI.
The time-averaged electron density maps generated by
NBTI agree better with the experimental omit electron
density maps. The free energy value predicted by NBTI
(2.2 6 0.2 kcal/mol) is in excellent agreement with the
experimental value (2.6 6 0.2 kcal/mol). The time-
averaged map calculated from NBTI simulations however,
shows a BZA molecule with multiple binding modes and no
bound water in the binding pocket, in contrast with the
observed electron-density map.

THEORY
Non-Boltzmann Thermodynamic Integration (NBTI)

Relative free energies of binding for the two inhibitors,
BZD and BZA, were calculated using the thermodynamic
cycle8 shown in Figure 1. The free energy difference in
binding between the two inhibitors, DA2-DA1, was calcu-
lated from the computationally tractable difference be-

tween the free energies of mutating from inhibitor BZD to
BZA in solution and in the complex, DA4-DA3.

In the present study, both NBTI7 and TI2,23 were used for
the free energy calculations. NBTI is a combination of TI
and non-Boltzmann sampling or umbrella sampling meth-
ods.24 A modified force field, or surrogate potential, en-
hances conformational sampling.7 In conventional TI, the
free energy difference between the two states, BZD and
BZA, is calculated by gradually mutating the initial sys-
tem, BZD (l 5 0) to the final system, BZA (l 5 1) using a
coupling parameter l:

E(XN, l) 5 (1 2 l) E(XN, BZD) 1 lE(XN, BZA) (1)

In NBTI, improved sampling of conformational space is
achieved by a simulation using a surrogate potential,
Es(l), to facilitate improved sampling of the configurations
of the system, XN:

Es(XN, l) 5 (1 2 l) Es(XN, BZD) 1 lEs(XN, BZA) (2)

where

Es(XN, BZD) 5 E(XN, BZD) 2 DE(XN, BZD) (3)

As described previously,7 the surrogate potential was
designed to enhance the flexibility of the inhibitor by
reducing rotational barriers without significantly chang-
ing the character of the energy profiles. To generate the
surrogate potential, the coefficients of the Fourier series
expressing the dihedral angle energies and the intramo-
lecular van der Waals interactions were reduced to one
tenth of their original values. As a result, the trajectories
generated with the surrogate potential were able to over-
come rotational barriers more easily. Since the binding
pocket of trypsin is relatively rigid8–10 and the crystal
structures of the two complexes are very similar, the
intramolecular force field for the interactions between
trypsin residues and between trypsin residues and the
inhibitor was kept unchanged.

The free energy difference between the two states, BZD
and BZA, was then obtained by the following equation,7

DA 5 e
0

1
7dE(XN, l)

dl
exp [2bDE(XN, l)]8

s

7exp [2bDE(XN, l)]8s
dl (4)

The angular brackets ,.s indicate the ensemble average
over the configurations generated by the simulation with
the surrogate potential, Es(XN,l); b 5 (kBT)21 where kB is
the Boltzmann constant and T is the absolute tempera-
ture.

MATERIALS AND METHODS
Measurement of Inhibition Constants

All chemicals used in this work were analytical grade
and purchased from Sigma Chemical Co. (St. Louis, MO).
Measurements of the catalytic parameters were carried

Fig. 1. Thermodynamic cycle for free energy difference of binding to
trypsin between BZD and BZA. The plus sign and the colon indicate the
unbound state and the bound state, respectively.

642 N. OTA ET AL.



out using L-benzol-arginyl-p-nitoranilide (BAPNA) as the
substrate from a stock solution in dimethylsulphoxide.
Concentrations of active centers of trypsin solutions were
determined according to Chase, Jr. and Shaw.25 Enzyme
samples dissolved in HCl pH 3.0 were prepared and
filtered on a nitrocellulose membrane. The enzyme was
added at a final concentration of 0.56 mg/ml to benzyl-
amine at concentrations between 1–8 mM in 0.1 M borate
buffer pH 6.0 containing 5 mM calcium chloride. The
samples were mixed and the activity was recorded with a
Shimazu UV-160 spectrophotometer using a steady-state
measurement of 4 min at 410 nm at 37.0°C. The inhibition
constant of BZD was taken from previous studies11 al-
though the condition of the measurement was at pH 8.15.
Since the main interaction causing BZD to bind in the
specificity pocket is the interaction between positively
charged diamine group of BZD and negatively charged Asp
189 and since His57 is located far outside the specificity
pocket (. 12 Å), the protonation state of His57 should not
significantly affect the kinetic measurement. This has
been shown experimentally by the fact that Michaelis-
Menten constants of L-benzoyl-arginine ethyl ester (BAE)
and inhibition constants of alkyl ammonium ions are
fundamentally independent of salt concentration and pH.12

Kinetic Data Analysis

Michaelis-Menten parameters and inhibition constants
were estimated by fitting the concentrations of substrate,
inhibitor, data variance and initial reaction rate, to equa-
tions for pure competitive, non-competitive, and mixed-
type inhibition models. The data obtained were analyzed
using a non-linear fitting program (Sigma Plot for Win-
dows release 2.00, Jandel Corporation, and Statistics
Interactive Calculus in Enzymology and Biochemistry,
release 1.0, by Dr. R. Junqueira). Initial reaction rates
were determined from slopes of a second degree polyno-
mial applied to the observed released product concentra-
tions, measured at 410 nm, against time. Different models
were discriminated by using F-distribution tests based on
non-linear determination coefficients and chi-square val-
ues.

Crystallization

Bovine pancreas b-trypsin was purchased from Wor-
thington Biochemical Corp. (Freehold, NJ) and purified by
BZD-affinity chromatography (Benzamidine Sapharose 6B,
Pharmacia Biotech, Gaithersberg, MD) followed by elution
with 0.3 M BZD at 4°C. Purified b-trypsin-BZD complex in
50 mM Tris-HCl, pH 8.0 containing 0.5 M NaCl and 0.3 M
BZD was concentrated to 30 mg/ml using ultrafiltration
(Ultrafree-15, Millipore Corp., Bedford, MA). Crystals of
trypsin-BZD complex were grown at 20°C using the hang-
ing-drop vapor diffusion method. Drops were equilibrated
at protein concentrations ranging from 10 to 30 mg/ml in
1.0 M ammonium sulfate, 0.05 M MES (pH 6.0), and 0.5
mM CaCl2 against reservoir solutions containing 2.0 M
ammonium sulfate, 0.1 M MES (pH 6.0), and 1.0 mM
CaCl2. The space group was P212121 and the unit cell
dimensions were a 5 63.787 Å, b 5 63.264 Å, c 5 69.249Å.

Inhibitor Replacement

To obtain a crystal structure of the trypsin-BZA complex,
we substituted BZD with BZA. Crystals of trypsin-BZD
complexes were transferred and equilibrated for two days
in 25 µl inhibitor-free solution containing 2.5 M ammo-
nium sulfate, 0.1 sodium citrate (pH 5.0), and 1 mM CaCl2

in sitting drops. This process was repeated at least three
times. Diffraction data were collected using one of the
transferred crystals, and the Fo2Fc omit maps showed
that the benzamidine molecule in the binding pocket was
replaced by two water molecules (data not shown). Next,
the inhibitor-free trypsin crystals were transferred for two
days to drops containing 2.5 M ammonium sulfate, 0.1 M
MES (pH 6.0), 1 mM CaCl2, and 0.3 M BZA. The ease of the
inhibitor replacement can be attributed to the orthorhom-
bic crystal form of trypsin-BZD15 which contains substan-
tially more solvent (57% of the volume of the unit cell) and
wide solvent channels to the binding pocket compared to

TABLE I. Crystallographic Data†

Crystal Trypsin/BZD Trypsin/BZA

Space group P2(1)2(1)2(1) P2(1)2(1)2(1)
Unit cell a,b,c(Å) 63.787,63.264,69.249 63.401,63.722,69.174
Resolution

range (Å) 24.0–1.9 32.0–1.9
Unique

reflections 21208 20938
Rsym (%) 7.0 (20.1) 9.1 (34.7)
Completeness(%) 93.4 (84.0) 92.2 (86.8)
Redundancy 3.3 (1.96) 4.7 (2.7)
†Rsym 5 ShklSi 0 7I(hkl)8 2 I(hkl)i 0 /Shkl7I(hkl)8, where I(hkl)i is the mea-
sured diffraction intensity and 7I(hkl)8 equals the mean value of
intensity. Values indicated in parentheses are for the highest resolu-
tion shell.

TABLE II. Crystallographic Refinement Statistics†

Crystal structure Trypsin/BZD Trypsin/BZA

Reflections F . 0 21208 (1881) 21494 (1934)
Number of atoms (nonH) 1772 1747
Bulk solvent parameter

Ksol (electons/Å3) 0.366321 0.400233
Bsol (Å2) 44.1307 50.6376

Number of waters 127 103
Rmsd bond length (Å) 0.007 0.005
Rmsd bond angle (°) 1.471 1.358
Average B factor (Å2)

Protein atoms 21.3 21.6
Water atoms 32.8 30.6
Inhibitor atoms 20.3 20.8

Ramachandran plot
Core region (%) 86.2 85.1
Disallowed region (%) 0.0 0.0

Rfree (%) 18.6 19.4
Rcryst (%) 16.1 17.5
†Values indicated in parentheses are for the highest resolution shell.
Rcryst 5 Shkl\Fobs(hkl) 02 k 0F calc(hkl)\/Shkl 0Fobs (hkl) 0 .
Rfree 5 Rcryst for a test set of reflections not used during refinement
(10% for each complex).
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the crystal of the previously published trypsin-BZD com-
plex.19

Data Collection

Diffraction data were collected using a MacScience
DIP2000 image plate detector. Each data set was pro-
cessed and scaled with DENZO and SCALEPACK.26 For
the trypsin-BZD and trypsin-BZA complexes, the complete-
ness of diffraction data were 93.4% and 93.2% to 1.9 Å,
respectively (Table I). The Rsym of trypsin-BZA was slightly
higher than that of trypsin-BZD, presumably due to
damage to the crystal lattice during changes in solution
environments during inhibitor replacement (Table I).

Structure Determination and Refinement

All phasing and refinement calculations were carried
out using the Crystallography & NMR System (CNS).27

The trypsin-BZD complex has been solved previously19

(PDB accession code 3PTB). Our crystals have the same
space group, P212121, but a larger unit cell size.15 There-
fore, we solved the structure by molecular replacement
using the coordinates of the protein component of the
3PTB structure as the search model. After cross-rotational
and translational searches between 4 and 17 Å,28 the R
values of both complex structures were approximately
32%.

All refinements were performed using all observed dif-
fraction data between 1.9–32 Å resolution with 10% of the
observed diffraction data sequestered for the calculation of
the free R-value29 and sA values.30 A simulated annealing
protocol31 using a cross-validated maximum likelihood
target32 was employed to refine the trypsin model. The
resulting protein model was used to compute sA -weighted
Fo2Fc and 2Fo2 Fc electron density maps,30 in which
electron density for the inhibitor, sulfate ion, and Ca21 was
clearly visible. A composite annealed omit map22 was also

computed to reduce the model bias. Side chain and back-
bone positions were adjusted using the program O.33 Water
molecules were automatically placed by searching differ-
ence maps for peaks greater than 1.5s between 2.2 and 4.0
Å from a hydrogen-bonding donor or acceptor. The electron
density of each picked water was visually inspected, after
which individual restrained B-factor refinement was per-
formed. Water molecules with refined B-factors greater
than 50 Å2 were deleted. After repeating the water-placing
process until no further improvement of the Rfree value was
observed, the Ca21 ion, sulfates and inhibitor were built
into the model using O34 and included in the final cycle of
refinement. The final Rfree of trypsin-BZD and trypsin-BZA
complexes were 18.6% and 19.4%, respectively, indicating
the high accuracy of the refined models. Statistics for the
final models are shown in Table II. The coordinates and
structure factors have been deposited in the PDB (acces-
sion code: 1ce5 for trypsin-BZD and 2bza for trypsin-BZA).

COMPUTATIONAL DETAILS
Parameters and Charges

The OPLS force field with polar hydrogens34 was used
for the protein and the TIP3P model35 was used for the
solvent. In the OPLS force field, hydrogen bonding is
modeled as a purely electrostatic interaction. All inhibitor
parameters except atomic charges were extracted by com-
parison with OPLS parameters of compounds. Since the
pKa’s of the inhibitors were previously reported as be-
tween 9 and 1012 and the inhibition constant measure-
ments and crystallizations were carried out at pH 6.0, the
electrostatic point charges of the protonated inhibitors
were obtained from the CHELPG procedure36 using the
6–31G* basis set of the ab-initio Hartree-Fock approxima-
tion as implemented in the Gaussian 92 program.37 From
the charge distribution derived from the wave-functions,
the CHELPG method was used to compute atom-centered

Fig. 2. The change in charges and
covalent geometry for the mutation
form benzamidine (BZD) to benzyl-
amine (BZA). Dm indicates a dummy
atom and C7 of BZD is located at the
center of the spherical boundary
method.
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Fig. 3. Binding pocket of trypsin and benzamidine (BZD) within a
stochastic boundary. Outside of the outer sphere is a reservoir zone
where all of the atoms are fixed during the simulation. The thin layer
between the inner and the outer sphere is a buffer region where
Langevin dynamics is carried out. Inside the inner sphere is a
reaction region where standard molecular dynamics is performed.

Fig. 4. Comparison of the binding pocket of crystal structures
of trypsin-inhibitor complexes. Superposition of the trypsin-BZA
complex (green) onto the trypsin-BZD complex (magenta) using
the Ca atoms of trypsin of the reservoir region. The side chain of
Gln 192 is not shown because of multiple conformations.
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charges by an electrostatic potential least-squares fitting
procedure (EPS). The charges of the inhibitors are shown
in Figure 2.

Histidine Protonation

The protonation state of the histidine in the catalytic
triad of trypsin as well as the existence of the hydrogen
bond between the Ne2 of His 57 and Og of Ser 195 have
long been controversial.38 In our refined model, the nitro-
gen-oxygen hydrogen bond is fairly long: 3.17 Å. Further-
more, the oxygen is oriented at a position relative to the
histidine nitrogen that is not optimal for hydrogen bond
formation. Thus, the active site seen in the trypsin-BZD
complex appears to be very similar to the unbound state of
trypsin.15 NMR studies of chymotrypsin and a-lytic prote-
ase in the unbound states suggest a histidine pKa of 6.9,
and a change from a neutral imidazole to a fully proto-
nated imidazolium cation.39–40 Since our structural and
kinetic studies were carried out at pH 6.0, the histidines
were assumed to be fully protonated. A neutral charge
distribution was assumed for the histidines outside the
active site of the enzyme.

Stochastic Boundary Molecular Dynamics

All molecular dynamics simulations were performed
using the stochastic boundary method.41–43 The simulation
consisted of a spherical region with a radius of 14 Å
centered on the C7 carbon atom covalently attached to the
benzyl ring of the inhibitors, containing 87 residues and 90
water molecules, of which 19 waters are bound waters
observed in the X-ray crystal structures (Fig. 3). Inside the
inner ‘‘reaction’’ region, with a radius of 12 Å, standard
molecular dynamics simulations were carried out. Protein
atoms in the 2 Å shell surrounding the reaction region
were restrained by a harmonic energy term to the initial
structure. Langevin dynamics was used in this ‘‘buffer’’
region to reduce the effect of the boundary condition. The
water molecules in the buffer region were updated every
25 steps. In simulations of the unbound state, the same
stochastic boundary method was used.44

The Verlet algorithm45 was used to integrate the equa-
tions of motion. Temperature coupling was used to keep
the temperature at 310 K with a coupling constant of 10
ps21. Two separate heat baths were used to prevent
‘‘cooling’’ of the solute.46 With the SHAKE algorithm,47 the
geometry of each water molecule was kept rigid and the
bond lengths within the proteins were kept constant. For
the inhibitor geometry, SHAKE was not used. Hydrogen
masses were set to 10 amu so that a time-step of 2 fsec
could be used to integrate the equation of motion.48 This
artificial mass only affects the dynamic properties but not
the configuration integral of the system, and therefore
does not affect the free energy calculation.48

Free Energy Calculation

The initial coordinates of the trypsin-BZD complex were
extracted from the room temperature X-ray crystal struc-
ture (Tables I and II). To test how accurately the current

force field and simulation method can sample the binding
modes of the inhibitors, multiple simulations were per-
formed. The resulting ensemble-averaged structures of the
ligands and the binding pockets were compared to the
corresponding X-ray crystal structures through the calcu-
lation of the time-averaged electron density maps from the
trajectories.

In the unbound states, the initial structure was gradu-
ally thermalized from 10 K up to 310 K, followed by a
100-psec equilibration. During this thermalization stage,
the carbon atom of the inhibitor covalently attached to the
benzyl ring, C7 (Fig. 2), was positionally restrained at the
center of the reaction region. The equilibrated structures
were used as the initial structures for the remainder of the
free energy perturbation studies. In the bound states, an
initial thermalization was performed with the entire pro-
tein held rigid, then a second thermalization was carried
out without any constraints or restraints imposed on the
protein in the reaction region. These equilibrated struc-
tures were used as initial models for the mutations (Fig. 3).

The mutations proceeded in 17 windows of different
widths, li 5 0.0, 0.01, 0.025, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6,
0.7, 0.8, 0.9, 0.95, 0.975, 0.99, and 1.0. In each window, the
starting structure of the li stage was taken from the final
structure of the previous stage, li21. At each stage, the
system was equilibrated for 50 ps, followed by a 200-ps
sampling period. Thus, the total simulation time was 4.25
ns (250 ps 3 17 windows). In order to evaluate the
convergence of free energy calculations by TI and NBTI,
free energy calculations with various sampling lengths,
20, 50, 100, and 200 psec/window, were performed.

In the mutation from BZD to BZA, geometric and
chemical properties of BZD were gradually modified to
those of BZA as shown in Figure 2. In this mutation, two
hydrogen atoms of one of the amine groups were gradually
changed to dummy atoms. Simultaneously, two new hydro-
gens were introduced and covalently attached to C7 and
N1 (Figure 2). No bond shrinkage or elongation was
introduced in the dummy atoms to eliminate errors arising
from the covalent bond change.4 In addition, the N2
nitrogen was mutated to hydrogen.

To estimate the error, all simulations were performed
three times and were begun from different randomly
drawn velocities from a Maxwell distribution. The re-
ported free energies and errors are the averages and
standard deviations of these trials, respectively. All free
energy calculations were carried out with the program
X-PLOR49 running on a Hewlett-Packard APOLLO 735.

Time-Averaged Electron Density Maps from Free
Energy Trajectories

Time-averaged electron density maps were calculated
from the ensemble conformations generated during the
course of free energy calculations and compared to compos-
ite annealed omit maps22 of the corresponding X-ray
crystal structures. The time-averaged electron density
maps were calculated as follows. First, the structure
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factors, Fcalc, were calculated by using the following equa-
tion:49

Fcalc(hW ) 5 o
s[S

o
n[N

o
i

Qi fi(hW ) exp (2Bi((GhW )2/4))

3 exp (2pihW · (OsG(OnrWn 1 tWn) 1 tWs)) (5)

where Qi is the occupancy and Bi is the individual atomic
temperature factor for atom i. We set the occupancy for
each atom to unity and each atomic temperature factor at
15 Å2. The first sum covers all symmetry elements given by
the rotational and translational operators,Os and tWs, respec-
tively. Although the second sum extends over all non-
crystallographic symmetry (NCS) operators,On and tWn, the
trypsin-inhibitor complexes have no crystallographic sym-
metry (NCS) in the asymmetric unit. G is the 3 3 3 matrix
operator that converts orthogonal coordinates to fractional
coordinates. The term fi is the atomic scattering factor for
atom type i obtained from the International Tables for
Crystallography.50

Second, the average structure factors were calculated
from the ensemble of 2,000 configurations generated dur-
ing the course of 200-psec simulations. For TI,

FW ave 5 7FW calc8 (6)

and for NBTI,

FW ave 5
7FW calc exp [2bDE(XN, l)]8s

7exp [2bDE(XN, l)]8s
(7)

where ,.s is the ensemble average generated by simula-
tions with the surrogate potential. The time-averaged
electron density maps were then calculated by fast Fourier
transformation using the ensemble-averaged amplitudes
and phases,

rave(x, y, z)

5
1

V o
hkl

0FW ave 0 exp [22pi(hx 1 ky 1 lz) 1 iaave], (8)

where rave is an averaged electron density, V is the volume
of the unit cell, and aave is the averaged phase correspond-
ing to the structure factors.

RESULTS
Inhibition Constants and Free Energy of Binding

The inhibition constants of BZD and BZA were mea-
sured as 1.84 3 1022 mM and 1.58 mM, respectively (Table
III). The Lineweaver-Burk plot clearly showed that these
two inhibitors are competitive inhibitors (not shown). The
observed free energy of binding between two inhibitors is
2.63 kcal/mol using DDG 5 2RTln KI(BZD)/KI(BZA) at T 5

310 K.

X-Ray Crystallographic Studies
of Trypsin-Inhibitor Complexes

X-ray crystal structures of trypsin in the presence and
absence of various inhibitors have been previously re-
ported by a number of groups.10,15–19 The common feature
of the trypsin-inhibitor complexes is the rigidity of the
protein, in particular the specificity pocket.8–10,15–20 The
rmsds of backbone and side chain atoms between the
trypsin-BZA complex and the trypsin-BZA complex were
0.24 Å and 0.38 Å, respectively (Table IV). Regardless of
the differences between the inhibitors, there is little
deviation around the binding pocket. In particular, Asp
189, the most critical residue for binding of BZD and BZA,
shows essentially no change in side chain conformation
between the structures (Fig. 4).

Each amidinium nitrogen of BZD makes a hydrogen
bond with a carboxylate oxygen of Asp 189 (Fig. 5A). The
BZD N1 nitrogen forms two hydrogen bonds to Asp 189
Od1 (2.74 Å) and Gly 219 O (2.88 Å), while BZD N2
nitrogen makes hydrogen bonds with Asp 189 Od2 (2.92 Å),
Ser 190 Ol (2.84 Å), and a water molecule (3.19 Å). This
water molecule also makes hydrogen bonds with Trp 215 O
and Val 227 O (not shown). The amidinium group of BZD is
slightly turned out of the benzyl ring plane at an angle of
about 7° (not shown). The plane of the benzyl ring makes a
close van der Waals contact with the peptide planes of
190–192 and 215–216 (Fig. 4).

Considering the extensive hydrogen bonding interac-
tions of trypsin-BZD, we expected BZA to bind more
weakly to trypsin because of the loss of one of the amine
groups from BZD. The weaker binding was demonstrated
by the observed inhibition constants (Table III). This loss
of one hydrogen bond was confirmed by the crystal struc-
ture of the trypsin-BZA complex (Fig. 6A). In addition, the
binding mode of BZA showed unexpected differences from
that of BZD (Figs. 5A and 6A). The ammonium group
exclusively occupied one of its two possible locations
corresponding to the N1 position of BZD. No electron
density for BZA was observed around the position corre-
sponding to the N2 of BZD. Furthermore, the ammonium
group, N1, is offset by 60 degrees from the plane of benzyl

TABLE III. Kinetics Data and Inhibition Constants
of BZD and BZA

Inhibitors KI (mM) DD Gb (kcal/mol)

BZD
BZA

(1.84 6 0.2) 3 1022

1.58 6 0.16 2.63 6 0.2

TABLE IV. RMSD of Trypsin-BZAWith
Respect to Trypsin-BZD (Å)

Trypsin/BZA Backbone (Å) Side chain (Å)

Asp 189 0.074 0.071
Ser 190 0.015 0.250
Cys 191 0.136 0.152
Gly 219 0.194 0.292
Trypsin 0.239 0.377
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Fig. 5. Comparison of electron density maps of trypsin-BZD com-
plexes obtained by various methods. (A) Omit map for BZD and a water
bound to the binding pocket of trypsin. The omit map was calculated using
all data from 24 Å to 1.9 Å resolution from a model without BZD and the
water molecule. The refined model is superimposed on the electron
density map contoured at 1.0 s. Hydrogen bonds are shown with dashed
lines. BZD, the bound water and the hydrogen bonding partners (Asp 189,

Ser 190, and Gly 219) in the pocket are shown as a ball-and-stick model.
(B,C) Time-averaged electron density map of trypsin-BZD complexes
using TI (B), NBTI (C), respectively. The maps were calculated by
averaging over 2,000 configurations generated by the 200-psec simula-
tion. Each is superimposed on a ball-and-stick drawing of the model of the
crystal structure of the trypsin-BZD complex. The maps are contoured at
0.7 s.
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Fig. 6. Comparison of electron density maps of trypsin-BZA com-
plexes obtained by various methods. (A) The omit electron density map
for BZA and a water molecule bound to the binding pocket of trypsin. The
omit map was calculated using all data from 32 Å to 1.9 Å resolution form a
model without BZA and the water molecule. The refined model is
superimposed on the electron density of a sA weighted 2Fo2Fc model
map contoured at 1.0 s. The hydrogen bonds important for stabilizing
BZD in the binding pocket are shown with dashed lines. BZA, the bound

water and the hydrogen bonding partner (Asp 189, Ser 190, and Gly 219)
in the pocket are represented with a ball-and-stick model. (B, C)
Time-averaged electron density map of trypsin-BZD complexes using TI
(B), NBTI (C), respectively. The maps were calculated by averaging over
2,000 configurations generated by a 200-psec simulation. Each map is
superimposed on a ball-and-stick drawing of the model of the crystal
structure of the trypsin-BZD complex. The maps are contoured at 0.7 s.
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ring. The low temperature factor (, 20 Å2) also suggests
that only a single conformation of BZA is present in the
binding pocket. The nitrogen of BZA forms hydrogen bonds
with Asp 189 O d1 and Ser 190 O but not with Ser 190 Og
or Gly 219 O. The nitrogen also forms a hydrogen bond
with a water molecule inserted between Asp 189 Od1 and
Gly 219 O. The water molecule in turn makes hydrogen
bonds with Asp Od1, Gly 219 O, and N1 of BZA, which may
force BZA into a single binding mode. The water molecule
that forms a hydrogen bond with N2 of BZD is not present
at the corresponding location in trypsin-BZA, presumably
because BZA is unable to offer a hydrogen bond donor to
the water molecule (Figs. 5A and 6A). Although, in general,
the binding pocket of trypsin is fairly rigid, a slight
expansion of the binding pocket involving residues 190–
192 and 215–216 has been observed (Fig. 4). The energetic
cost of the conformational changes required to accommo-
date a non-planar inhibitor such as BZA, as well as the loss
of hydrogen bonds, might explain the weaker binding
relative to BZD. This adjustment of the binding pocket in
response to the size and shape of ligands, so called
‘‘structural plasticity,’’ has also been observed in a-lytic
protease.51

Free Energy Calculations

Although the weak binding of BZA can be qualitatively
predicted from the structure of the trypsin-BZD complex,
the relative free energy of binding between these two
inhibitors requires consideration of the free energy differ-
ences in both the bound and the unbound state (Fig. 1 and
Table V). To estimate the precision of the free energy
calculation results, all simulations were performed three
times with different initial velocities and the free energy
and the error were reported as the average and the
standard deviation, respectively (Table V).52

The free energy difference of binding between BZD and
BZA calculated using NBTI (2.2 6 0.2 kcal/mol) is in good
agreement with experiment (2.6 6 0.2 kcal/mol). Also,
NBTI showed superior convergence with smaller errors,
compared to TI (Table V). In the unbound mutation from
BZD to BZA, both methods, TI and NBTI, converge to
almost the same value (29.4 kcal/mol and 29.2 kcal/mol)
after the longer simulations. This convergence to the same
value is reasonable since BZA is a symmetric structure
with respect to the benzyl ring. Although TI may not
sample all possible configurations about the torsion angle
around the bond between C1 and C7, the symmetric
nature of BZA apparently reduces the effect on the free
energy value. However, NBTI converged more quickly with
smaller errors. Although, in theory, both methods should
converge to exactly the same value in the unbound state,
there is still a slight difference (0.2 kcal/mol). In the bound
state, there is much larger difference in free energy values
between NBTI and TI, 27.0 kcal/mol and 28.6 kcal/mol,
respectively.

Sampling of the Unbound State

Figure 7 shows the sampling of the torsion angles in the
unbound state by both TI and NBTI. NBTI simulations

could sample the important conformations of BZD and
BZA within 200 ps and the dihedral probability distribu-
tion of BZA is more symmetric (Fig. 7D). In contrast, TI
produced an asymmetric distribution for BZA (Fig. 7C).

Sampling of the Trypsin-Benzamidine (BZD)
Complex

The time-averaged electron density map from simula-
tions of trypsin-BZD are shown in Figure 5(A–C) along
with the composite annealed omit map22 of the X-ray
structure. In general, both the TI and NBTI time-averaged
maps overlap well with the annealed omit map, suggesting
reasonable accuracy of sampling and force field. However,
there are important deviations between the simulations
and the experimental map. For TI, the location of BZD is
closer to the carboxylate of Asp 189, making stronger
hydrogen bonds (Fig. 5B). The average distances between
N1 of BZD and Og1 of Asp 189 (2.11 Å) and between N2 of
BZD and Og2 of Asp 189 (2.29 Å) are much shorter than
those obtained from the crystal structure (2.74 and 2.88 Å,
respectively). The oxygen of Gly 219 is moved away by 0.7
Å and the weak simulated electron density in the area of
the side chain oxygen of Ser 190 indicates its high mobility
in the TI simulation. The water molecule next to BZD
stays at the same location as seen in the crystal structure,
suggesting that the water molecule may in fact be bound
and play an important role in BZD binding. The NBTI
time-averaged map shows slightly better sampling of BZD,
Asp 189, and Gly 219. However the water molecule and Ser

TABLE V. (A) Free Energy Differences Between
BZD and BZAin the Unbound State (Kcal/mol)†

Simulation time (ps/window)a TI NBTI

20 29.7 6 0.5 29.2 6 0.7
50 29.4 6 0.2 29.3 6 0.1

100 29.3 6 0.2 29.2 6 0.1
200 29.4 6 0.1 29.2 6 0.1

TABLE V. (B) Free Energy Differences Between
BZD and BZAin the Bound State (Kcal/mol)†

Simulation time (ps/window)a TI NBTI

20 29.2 6 1.2 27.4 6 0.7
50 28.9 6 1.0 27.2 6 0.5

100 28.7 6 0.5 26.9 6 0.3
200 28.6 6 0.3 27.0 6 0.2

TABLE V. (C) Free Energy Differences of Binding
Between BZD and BZA(Kcal/mol)†

Simulation time (ps/window)a TI NBTI

20 0.5 6 1.3 1.8 6 1.0
50 0.5 6 1.0 2.1 6 0.8

100 0.6 6 0.5 2.3 6 0.3
200 0.8 6 0.3 2.2 6 0.2
†The free energy values are reported as the average values and
standard deviations of three separate simulations with differ-
ent initial velocities (See Materials and Methods).
aSimulation time indicates only the sampling time per window,
not including the equilibration time.

650 N. OTA ET AL.



190 are more displaced from the crystal structure com-
pared to TI.

Sampling of the Trypsin-Benzylamine (BZA)
Complex

In the case of BZA, the time-averaged map of TI is
clearly very different from the omit electron density map
which may explain the incorrect free energy value ob-
tained by TI (Fig. 6A and B). The BZA molecule is rotated
around the center of its benzyl ring by about 30° toward
the carbonyl oxygen of Gly 219. The time-averaged map of
BZA shows two conformations of the ammonium ion group,
one making a hydrogen bond with the carbonyl oxygen of
Gly 219 and the other with the carboxyl oxygen of Asp 189.
The water molecule located between Gly 219 and Asp 189
is not found in the time-averaged map calculated from the
TI simulation. By comparison, the time-averaged map of
NBTI corresponds to the omit electron density map more
closely, indicating the superiority of sampling using NBTI
(Fig. 6A and C). However, some significant differences
between the averaged NBTI map and the omit electron
density map were found. First, the water molecule be-
tween Gly 219 and Asp 189 is not found, as in the case of
TI. Also, the BZA ammonium group shows two conforma-
tions. One of the conformers exactly matches the refined
structure, which makes two hydrogen bonds with the side
chains of Gly 219 and Asp 189. The secondary conformer
forms two hydrogen bonds with the carbonyl oxygen of Ser

190 and Og2 of Asp 189. Interestingly, this alternative
binding mode is not found in the omit electron density
map.

DISCUSSION

The combined crystallographic, kinetic, and computa-
tional studies on trypsin were used to evaluate the NBTI
method for free energy calculations of macromolecules.
The calculated free energy value using NBTI (2.2 6 0.2
kcal/mol) was in good agreement with the experimentally
measured value (2.6 6 0.2 kcal/mol). In contrast, the free
energy value using conventional TI converged to 0.8 6 0.3
kcal/mol and did not show much improvement even in
longer simulations. Although the superiority of NBTI was
expected from previous work on small molecules,7 the
large difference in the free energy values predicted by the
two methods was surprising. X-ray crystal structures of
trypsin-inhibitor complexes probably represent the main
binding modes in solution, since the trypsin-BZD complex
does not have any crystal contacts around the binding
pocket. This is supported by the fact that the trypsin-BZA
complex can be obtained by soaking trypsin crystals in a
BZA containing solution. We found that better agreement
between time-averaged maps of the ensemble and the
experimental omit maps was correlated with more accu-
rate predicted free energy values.

Because of the rigid and planar structure of BZD, there
is no sampling problem (Fig. 7A and B) in the unbound

Fig. 7. Normalized dihedral angle probability distributions of BZD (A,B) and BZA (C,D) in the
unbound state. The dihedral angle of each inhibitor is shown in the diagram of the right. The
distributions were obtained by 200-ps simulations using TI, (A) and (C), and NBTI, (B) and (D).
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state. However, in the case of BZA, the TI method did not
properly sample the two symmetrically equivalent confor-
mations even after 200 ps (Fig. 7C). Meanwhile, the
distribution obtained by NBTI showed a more symmetric
shape at a significantly shorter simulation time (Fig. 7D).
Therefore, the free energy values calculated using NBTI is
more precise due to the superior sampling. In the mutation
of the bound states from BZD and BZA, NBTI also shows
better sampling performance. The time-averaged electron
density maps by NBTI are more similar to the omit
electron density maps of each complex than the time-
averaged maps calculated using TI. TI samples an incor-
rect conformation of BZA as shown in Figure 6B, which
may be the cause of the relatively large error (1.8 kcal/
mol). The conformations of trypsin-BZD and trypsin-BZA
obtained by NBTI are much closer to the omit electron
density map (Figs. 5C and 6C). Consequently, the free
energy value (2.2 kcal/mol) calculated using NBTI is closer
to experiment (2.6 kcal/mol).

Although NBTI showed better correlation between the
simulated maps and the observed omit electron density
maps, there are two significant differences. First, the
NBTI simulations suggest that BZA has two conforma-
tions when bound to trypsin. Second, the bound water
molecules surrounding BZA found in the crystal structure
are not predicted in the simulations. For more accurate
free energy calculations, further studies will be necessary
for clarifying the discrepancy of the binding mode and for
proper sampling of bound water molecules53 in the binding
pocket.
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